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Abstract

We introduce the Reddit Politosphere, a large-scale resource
of online political discourse covering more than 600 political
discussion groups over a period of 12 years. It is to the best
of our knowledge the largest and ideologically most compre-
hensive dataset of its type now available. One key feature of
the Reddit Politosphere is that it consists of both text and net-
work data, allowing for methodologically-diverse analyses.
We describe in detail how we create the Reddit Politosphere,
present descriptive statistics, and sketch potential directions
for future research based on the resource.

Introduction
The computational analysis of political discourse has at-
tracted growing interest over the last few years (Garimella
et al. 2018; Johnson and Goldwasser 2018; An et al. 2019;
Demszky et al. 2019; Grover and Mark 2019; Guimaraes
et al. 2019; Soliman, Hafer, and Lemmerich 2019; Davoodi,
Waltenburg, and Goldwasser 2020; Jiang et al. 2020; Mar-
chal 2020; Mokhberian et al. 2020; Rajadesingan, Resnick,
and Budak 2020; He et al. 2021; Mendelsohn, Budak, and
Jurgens 2021; Waller and Anderson 2021), a trend spurred
both by the availability of suitable data from social me-
dia and by the development of increasingly refined method-
ological tools. Despite this progress, a comprehensive and
easily-accessible resource for research into the online po-
litical landscape has so far been missing, resulting in stud-
ies mostly based on ad-hoc collected datasets (e.g., tweets
crawled for a specific paper). This practice is detrimental in
two crucial ways: it hinders replicability as well as compa-
rability, and it is highly inefficient since similar data collec-
tions need to be created from scratch repeatedly.

In this paper, we introduce the Reddit Politosphere, a
large-scale and diverse resource of online political dis-
course. The Reddit Politosphere is based on Reddit and cov-
ers more than 600 political discussion groups over a period
of 12 years. It is to the best of our knowledge the largest and
ideologically most comprehensive dataset of its type now
available to the computational social sciences. One of the
key features of the Reddit Politosphere is that it comprises
both text and network data, which means that it is amenable
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to diverse methodological approaches. To facilitate research,
we annotate the data in several ways and release scripts for
easy data access. We publish the Reddit Politosphere on
Zenodo at https://doi.org/10.5281/zenodo.5851729 and the
accompanying collection of scripts in a GitHub repository
at https://github.com/valentinhofmann/politosphere.

The remainder of this paper is structured as follows. We
first provide an overview of related work, focusing particu-
larly on research based on Reddit, studies on online political
discourse, and the complementary roles of text and network
data in the computational social sciences. We then present in
detail our method of creating the Reddit Politosphere, fol-
lowed by exploratory analyses that showcase potential av-
enues for future research. Finally, we provide a short con-
clusion and discuss ethical aspects of the resource.

Related Work
The Reddit Politosphere builds upon and is inspired by three
strands of research: research using Reddit as a data re-
source, research on online political discourse, and research
on jointly modeling text and network data.

Research Based on Reddit
Reddit is an online discussion platform where people can
create communities, so-called subreddits, devoted to cer-
tain interests or topics. In contrast to other social media
sites such as Facebook and Twitter, an almost complete
set of Reddit comments is publicly available, the so-called
Pushshift Reddit Dataset1 (PRD; Baumgartner et al. 2020),
and the platform has diverse and generally high-quality dis-
cussions. These characteristics have made Reddit a popu-
lar resource for studies in the computational social sciences
(see Medvedev, Lambiotte, and Delvenne (2019) and Baum-
gartner et al. (2020) for overviews). There has also been a
large number of studies in natural language processing based
on Reddit (del Tredici and Fernández 2017, 2018; Stew-
art and Eisenstein 2018; Zayats and Ostendorf 2018; Kim,
Kim, and Kim 2019; Hofmann, Pierrehumbert, and Schütze
2020a,b; Hofmann, Schütze, and Pierrehumbert 2020; Ti-
gunova et al. 2020; Bagga, Piper, and Ruths 2021; Hada
et al. 2021; Röttger and Pierrehumbert 2021).

1https://files.pushshift.io/reddit/comments
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Research on Online Political Discourse
Social media platforms have become a key resource for re-
search on political participation and discourse (see Haq et al.
(2020) and Theocharis and Jungherr (2021) for overviews).
Studies have investigated a wide range of phenomena in-
cluding political polarization (Adamic and Glance 2005;
Conover et al. 2011; Himelboim, McCreery, and Smith
2013; Weber, Garimella, and Batayneh 2013; Garcia et al.
2015; Garimella et al. 2018; Morales et al. 2019), ideologi-
cal radicalization (Grover and Mark 2019; Crawford, Keen,
and Suarez-Tangil 2021; Mamié, Ribeiro, and West 2021),
and political framing (Demszky et al. 2019; Mendelsohn,
Budak, and Jurgens 2021; Reiter-Haas, Kopeinik, and Lex
2021). Since many subreddits are political discussion groups
(e.g., r/politics), sometimes even with explicit ideological
orientation (e.g., r/Conservative, r/Liberal), Reddit has be-
come a particularly popular resource for studies on online
political discourse (Nithyanand, Schaffner, and Gill 2017;
An et al. 2019; Grover and Mark 2019; Guimaraes et al.
2019; Soliman, Hafer, and Lemmerich 2019; Marchal 2020;
Rajadesingan, Resnick, and Budak 2020; Waller and Ander-
son 2021). However, most previous work analyzing polit-
ical discourse on Reddit has relied on a small number of
hand-picked subreddits or external lists of political subred-
dits, which provides an only incomplete picture of Reddit’s
multifaceted political landscape.

Research Using Text and Network Data
Texts and networks, particularly social networks, are among
the most important data structures for the computational
social sciences and allow for complementary perspectives
on social phenomena. Methodologically, texts and networks
can be analyzed using tools from natural language process-
ing (Jurafsky and Martin 2000) and graph analysis (Newman
2018). While many studies in the computational social sci-
ences focus on only one type of data or analyze texts and net-
works separately, there has been growing interest in methods
allowing for joint modeling (Yang and Eisenstein 2017; del
Tredici et al. 2019; Mishra et al. 2019; Hofmann, Pierrehum-
bert, and Schütze 2021a,b). This approach requires large-
scale, structured datasets covering both types of data.

Data Collection
We download all comments between January 2008 and De-
cember 2019 from PRD. January 2008 is chosen as the
starting point since it is the month seeing the creation of
the first political subreddits besides r/politics (specifically,
r/Economics, r/obama, and r/ronpaul), a result of changes in
Reddit’s user policies. December 2019 is chosen as the end
point since it constitutes a natural boundary to exclude the
marked changes in political discourse due to Covid. This en-
sures a certain degree of homogeneity of the Reddit Polito-
sphere. For the US (the major focus of political discourse on
Reddit), the Reddit Politosphere thus covers the last year of
the presidency of George W. Bush, the presidency of Barack
Obama, and the first three years of the presidency of Donald
Trump. In the following, we describe in detail our method-
ology to create the Reddit Politosphere based on PRD.

Figure 1: Political comment classification. The figure shows
the dev and test accuracies of year-wise multinomial Naive
Bayes classifiers trained to distinguish political from non-
political comments. The dev set is used to tune the discount-
ing parameter on the 2008 data, which might explain the
better dev performance (compared to test) for the first two
years. Random performance is 50% for all years.

Identifying Political Subreddits
What kinds of subreddits should be contained within the
Reddit Politosphere? We are looking for subreddits that have
a focus on authentic political discourse. This has two im-
portant implications: focus implies that a major part of the
subreddit threads should be about politics, but subreddits
are allowed to cover other topics (e.g., theology) as long as
there is overall a clear connection to politics; authentic im-
plies that subreddits should host genuine, bona fide politi-
cal discussions, which excludes subreddits that only mimick
such discussions (e.g., political game subreddits). Identify-
ing subreddits that meet these criteria is a pivotal step for
the dataset since it determines its coverage; e.g., if we sys-
tematically miss subreddits of certain political ideologies,
the Reddit Politosphere might misrepresent the space of po-
litical discourse on Reddit. Prior studies have typically re-
lied on manually identified political subreddits (An et al.
2019; Grover and Mark 2019; Guimaraes et al. 2019; Soli-
man, Hafer, and Lemmerich 2019; Marchal 2020) or drawn
on a list2 of political subreddits on r/politics (Nithyanand,
Schaffner, and Gill 2017). While the first method does not
scale to a larger number of subreddits, the second method
has the disadvantage of staleness (e.g., the list on r/politics
is no longer maintained and does not contain any recently-
created subreddits). Similar to Rajadesingan, Resnick, and
Budak (2020), we therefore adopt a machine learning ap-
proach to identifying political subreddits.

Specifically, we start by training simple classifiers on
PRD to detect political comments. Since political discourse
shifts over time, and hence a typical political comment in
2008 is likely to look different from a typical political com-
ment in 2019, we train separate classifiers for each year.
As positive examples, we take for each year all comments
from r/Anarchism, r/Anarcho Capitalism, r/Conservative,
r/Libertarian, r/Republican, r/democrats, r/progressive, and
r/socialism. These subreddits are chosen since they represent
different points on the ideological spectrum and thus do not
bias the classifiers towards certain political ideologies. As
negative examples, we take for each year an equally-sized
sample of comments from the default subreddits (a set of 54

2https://web.archive.org/web/20190103121805/https:
//www.reddit.com/r/politics/wiki/relatedsubs
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Year |T | |W| |S| |U|
2008 1,297,931 47,744,745 9 33,612
2009 1,684,017 75,026,492 14 57,585
2010 3,028,168 140,083,326 25 129,262
2011 5,827,753 276,373,802 56 250,800
2012 9,755,532 463,256,964 86 417,599
2013 9,056,186 444,941,842 110 388,277
2014 8,000,183 396,876,595 135 308,944
2015 12,015,581 559,733,075 170 424,825
2016 51,110,048 1,760,795,288 259 889,656
2017 56,569,660 1,939,378,507 303 1,029,023
2018 59,443,354 2,031,852,970 323 1,172,706
2019 71,044,343 2,395,496,296 416 1,531,980

Table 1: Text data statistics. |T |: number of texts (i.e., com-
ments); |W|: number of word tokens; |S|: number of sub-
reddits; |U|: number of users.

subreddits users used to be subscribed to automatically when
joining Reddit). The default subreddits cover a broad range
of topics (e.g., r/food, r/gaming, and r/sports) and are repre-
sentative of the various interests present on Reddit besides
politics.3 We convert the resulting comments for each year
(i.e., balanced sets of 50% political and 50% non-political
comments) into bags of unigrams and split them into 80%
train, 10% dev, and 10% test. We then train year-wise multi-
nomial Naive Bayes classifiers (Manning, Raghavan, and
Schütze 2008) with absolute discounting (Ney, Essen, and
Kneser 1994) on the train comments and evaluate them on
the test comments, using accuracy as the metric. We tune
the discounting parameter on the dev comments of 2008 and
take the best value for all years. We find that the performance
of the classifiers is high for all years and lies between 81.3%
in 2008 and 84.1% in 2012 (Figure 1).4

The next step is to draw on the trained classifiers (which
operate on the level of comments) to decide for entire sub-
reddits whether they are political or not. To do so, we first
predict for all comments from PRD whether they are po-
litical or not, using the matching year-wise classifiers (e.g.,
the 2008 classifier for the 2008 comments). Based on these
predictions, we classify a subreddit for a certain year as po-
litical if the ratio of political and non-political comments in
that year is larger than two, i.e., the classifier predicts at least
two thirds of the comments to be political. We choose this
hyperparameter, which is more restrictive than in the compa-
rable setup by Rajadesingan, Resnick, and Budak (2020), to
ensure a high precision of the identified political subreddits.
We further introduce a size threshold and require a political
subreddit to have at least 1,000 comments and 100 users for
the year in question. This procedure results in a preliminary
list of 751 political subreddits.

Identifying subreddits meeting our criteria for political
subreddits in an automated way has limits (e.g., we find sev-

3As r/news and r/worldnews also contain political content, we
remove them from the set of default subreddits.

4Given the generally high performance of the classifiers, we do
not consider using n-grams of higher order (e.g., bigrams) or alter-
native classification methods (e.g., logistic regression).

Figure 2: Number of comments in the Reddit Politosphere.
The figure shows the number of comments (log scale) for
each year of the Reddit Politosphere. The number of com-
ments increases particularly strongly during years with pres-
idential elections (2012 and 2016).

eral political game subreddits on the preliminary list). We
therefore conduct a manual cleaning step. Specifically, the
first author visits the web presence of each subreddit (or its
archived form if the subreddit does not exist anymore) and
decides whether it meets our criteria for political subreddits,
resulting in the removal of 146 subreddits with either too lit-
tle focus on politics (e.g., r/Ask Lawyers) or unauthentic po-
litical content (e.g., r/ModelUSGov). We evaluate this step
by having an independent annotator relabel 100 randomly
selected subreddits from the preliminary list based on our
criteria. Cohen’s κ indicates high agreement with our deci-
sions (0.78). To check the coverage of the final list of 605 po-
litical subreddits, we compare against the above-mentioned
list of political subreddits on r/politics (specifically, the par-
tisan subreddits) and find that all subreddits passing the size
threshold are contained on the final list.

Extracting Text Data
We extract all comments for the 605 political subreddits
from the downloaded portion of PRD. Table 1 provides year-
wise summary statistics of the resulting text data. The num-
ber of extracted comments is growing over time (Figure 2).
Notice that we extract comments even for years in which
subreddits are not classified as political by the classifiers (be-
cause the percentage of political comments is too low, or be-
cause they do not pass the size threshold); e.g., we notice that
r/The Donald is classified as political in 2015, the first year
of its existence, but as non-political in the years thereafter,
which is indicative of its increasing radicalization, leading to
its eventual banning in 2020 (Ribeiro et al. 2021). Extracting
the comments for all years in such cases allows researchers
to track the full evolution of the subreddits.

Besides the comment text and the subreddit, we extract
all other data (e.g., exact creation time, score, etc.) contained
within PRD; see Baumgartner et al. (2020) for details. To in-
crease the anonymity of the data, we convert the usernames
to random five-character pseudonyms and remove data fields
that are specific to individual users and hence might be used
to identify them. We also convert all mentions of usernames
within the text to pseudonyms; we detect mentions of user-
names by exploiting the common Reddit practice to prefix
usernames with u/ and /u/. Mentions of usernames that are
not active within the Reddit Politosphere are converted to a
single pseudonym. The fact that the Reddit Politosphere is
fully pseudonymized makes it possible to use it in settings
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(a) Edge pruning (b) Weighted (c) Unweighted

Figure 3: Network backboning. The figure illustrates how
we create the unweighted network for the example year
2008. (a) plots the number of nodes as a function of the num-
ber of edges for the network from 2008 as we iteratively
prune edges with the largest p-value. The knee point (red
circle) is taken to construct an unweighted network (here
corresponding to a significance level of 0.05). (b) shows the
original weighted network from 2008, with edge width indi-
cating log edge weight. (c) shows the unweighted network
resulting from only keeping edges from (b) that fall below
the significance level indicated in (a). The orange node rep-
resents r/politics, the largest political subreddit.

where PRD might breach anonymity protocols (e.g., due to
institutional ethics requirements). Since usernames might be
valuable for certain research questions, we separately release
information about their properties (see below).

To facilitate research using the Reddit Politosphere, we
enrich the text data extracted from PRD in two ways. First,
to make statistical analyses of the text more straightforward,
we clean the comments by lowercasing all words, removing
stopwords and URLs, and reducing repetitions of more than
three characters (e.g., niiiice) to three characters (Han and
Baldwin 2011). The cleaned text is included besides the raw
text, allowing researchers to choose what they deem more
appropriate. Second, we run a probabilistic language detec-
tor5 on all comments and add the predictions to the data.
While most comments in the identified political subreddits
are English, comments in other languages do occur; the lan-
guage information can thus be used for filtering.

Extracting Network Data
To capture latent associations between the political subred-
dits, we construct year-wise networks in which the nodes
are subreddits, and the edges are based on patterns of user
overlap between the subreddits. Subreddits that have dispro-
portionately many users in common are likely to be ideo-
logically or topically similar (Olson and Neal 2015; Datta,
Phelan, and Adar 2017; Kumar et al. 2018), especially since
Reddit users tend to be loyal to a small number of subreddits
they identify with (Hamilton et al. 2017).

For each year, we first compute for every pair of political
subreddits the number of users that posted at least 10 com-
ments in both subreddits, defining a weighted network over
the subreddits.6 We then use backboning methods, specifi-
cally the noise-corrected filter7 (Coscia and Neffke 2017),

5https://github.com/CLD2Owners/cld2
6We exclude bots and automoderators (see below).
7https://www.michelecoscia.com/?page id=287

Year |S| |V| |E| µd µπ ρ Q

2008 9 9 9 2.00 2.31 .250 .309
2009 14 14 17 2.43 2.55 .187 .393
2010 25 21 28 2.67 2.54 .133 .438
2011 56 56 143 5.11 2.70 .093 .479
2012 86 86 271 6.30 2.78 .074 .496
2013 110 108 324 6.00 3.08 .056 .562
2014 135 132 335 5.08 3.86 .039 .673
2015 170 168 493 5.87 3.87 .035 .677
2016 259 254 1,315 10.35 3.13 .041 .593
2017 303 295 1,572 10.66 3.14 .036 .585
2018 323 316 1,604 10.15 3.17 .032 .592
2019 416 412 2,536 12.31 3.20 .030 .604

Table 2: Network data statistics. |S|: number of subreddits;
|V|: number of nodes in network backbone; |E|: number of
edges; µd: average node degree; µπ: average shortest path
length; ρ: density; Q: maximum modularity.

to transform the weighted networks into unweighted ones.
Intuitively, a large weight (i.e., number of shared users) be-
tween two large subreddits is less indicative of latent asso-
ciations than a large weight between two small subreddits.
The noise-corrected filter takes such effects into account by
assuming a binomial null model for the edge weight distri-
bution, computing p-values for all edges, and only keeping
edges below a signficance level as unweighted edges. To de-
termine the significance level for each year, we follow com-
mon practice in network backboning (Serrano, Boguñá, and
Vespignani 2009) and measure the ratio of kept edges versus
kept nodes while iteratively removing edges with the largest
p-value. The optimal significance level manifests itself as a
knee point (Figure 3), which we identify by means of the
Kneedle algorithm (Satopää et al. 2011). Like for the text
data, we also include subreddits for years in which they are
not classified as political due to too little political comments,
but they need to pass the size threshold (since otherwise user
overlap is not a robust measure of latent associations).

Table 2 provides year-wise summary statistics of the re-
sulting networks. Notice that the number of nodes in the
networks is slightly smaller than the number of subreddits
in several years, which is an effect of network backbon-
ing (if all edges incident to a certain node are pruned dur-
ing backboning, the node is removed from the network).
We also measure various network properties such as aver-
age node degree, average shortest path length, and density
(Newman 2018). To get an impression of the degree of frag-
mentation exhibited by the community structure of the net-
works, we use the Louvain method (Blondel et al. 2008) to
compute for each year the partition with maximum modular-
ity Q (Newman and Girvan 2004; Newman 2006), a widely
employed measure of fragmentation (Waugh et al. 2009;
Conover et al. 2011; Kirkland 2013; Soares, Recuero, and
Zago 2018; Morán 2020). Q > 0.3 for all years, which has
been previously used as a cut-off value to determine polar-
ization (Garcia et al. 2015), indicating that the networks of
the Reddit Politosphere are highly fragmented.
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Figure 4: Democratic and republican clusters in the net-
work of 2019. Each point is a subreddit. Blue points rep-
resent democratic, red points republican subreddits, respec-
tively. Both groups form visibly distinct clusters in the net-
work, which is confirmed by numerical analyses (see text).
The democratic subreddit close to the republican subreddits
is r/AskDemocrats, a subreddit explicitly inviting questions
from outside the democratic party.

Extracting User Metadata
Usernames can be a valuable source of information for vari-
ous research questions; e.g., they have been shown to be sug-
gestive of user demographics including gender and ethnic-
ity (Cornetto and Nowak 2006; Jaech and Ostendorf 2015;
Wood-Doughty et al. 2018) as well as user ideology (Holt,
Freilich, and Chermak 2020). The fact that the Reddit Polito-
sphere is fully pseudonymized means that such information
is lost. We therefore release certain properties of the user-
names as separate metadata. The properties form sufficiently
broad classes to keep pseudonymization intact.

As the first kind of information, many usernames iden-
tify a user as male or female by containing a gender-specific
given name (e.g., u/john123).8 To leverage this, we first ob-
tain from the US Social Security Administration9 lists of the
most common male and female names for children born be-
tween 1980 and 1999, who constitute the vast majority of
Reddit users (Shatz 2017). We extract all names that oc-
cur in all years with an absolute frequency of more than
100, resulting in a total of 1,404 names (659 male, 745
female). In the case of gender-neutral names, we only ex-
tract the gender with the higher frequency. We then check
for each username whether it contains one of the gendered
names and tag it accordingly. To prevent a large number of
false positives, we only match names between scores and
underscores (e.g., u/happy john), names fitting the camel
case pattern if applicable (e.g., u/HappyJohn), and names
at the beginning or end of the username, ignoring num-
bers (e.g., u/happyjohn123). This results in 315,124 gender-
tagged usernames (255,292 male, 59,832 female), roughly
10% of all usernames. We notice that the proportion of male

8All usernames are made up for demonstration purposes. It is
important to note that the binary annotation as male or female ig-
nores the fact that gender exists along a continuum, and intermedi-
ate realizations are possible. Thus, special care must be taken when
interpreting results based on this part of the user metadata.

9https://www.ssa.gov/oact/babynames/limits.html

and female users is even more skewed toward male users
than reported in prior studies (Dou et al. 2015; Shatz 2017),
which might be due to the specific topical areas on which
the Reddit Politosphere builds; female users also tend to not
self-report their gender to avoid online abuse (McLean and
Griffiths 2019), which might further decrease the number of
female users with clearly female usernames.

Furthermore, usernames often contain lexical elements
implying a certain attitude or stance, which can be valuable
information for certain research questions. Based on a man-
ual, qualitative inspection of 1,000 randomly sampled user-
names, we introduce the following seven categories, indicat-
ing the words used for identification:

• Negative attitude: angry, rogue, troll, wtf (7,764)

• Overt negation: anti, downvote, fuck, stop (9,734)

• Astro: astro, cosm, rocket, space (12,003)

• Dangerous: beast, gorilla, shark, tiger, wolf (14,450)

• Doom: dead, death, doom, evil, zombie (20,258)

• Military: c(a)pt, colonel, commander, major, sgt (10,384)

• Nobility: duke, emperor, king, lord, sir (19,720)

For overt negations, military titles, and titles of nobility, we
require the usernames to start with one of the given words in
order to minimize false positives. We also notice that there is
a large cluster of usernames containing trump (10,868); we
also indicate this in the metadata.

Finally, there are programmed users such as bots (5,803)
and automoderators (134). We do not remove them in order
to keep the discussion structure intact, but we annotate them
in the metadata based on the usernames as well as a list10 of
bots on Reddit. This information can be used for filtering.

Extracting Subreddit Metadata

Besides users, we also provide metadata for the po-
litical subreddits. First, we indicate for each subreddit
whether it has been banned (38; e.g., r/new right). Fur-
thermore, we give information about three frequent classes
of subreddits: subreddits devoted to a politician (85; e.g.,
r/AlexandriaOcasio), subreddits explicitly in favor of the
democratic (43; e.g., r/VoteBlue) or republican (20; e.g.,
r/republicans) party (either directly or by endorsing a par-
tisan politician), and subreddits devoted to a certain re-
gion (101; e.g., r/AustraliaLeftPolitics). For regional subred-
dits, we further distinguish between Europe, Canada, Middle
East, UK, US, and other parts of the world (mostly Asia and
Australia). Since most subreddits in the Reddit Politosphere
are about US politics, we only indicate a regional affiliation
if a subreddit is dedicated to state-level US politics (e.g.,
r/NewJerseyuncensored). Finally, there is a cluster of sub-
reddits devoted to the political issue of gun control (13; e.g.,
r/liberalgunowners); since this is much larger than for other
political issues (e.g., there are only three abortion subred-
dits), we also indicate it in the metadata.
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(a) 2013 (b) 2015 (c) 2017 (d) 2019

Figure 5: Network expansion of radical subreddits between 2013 and 2019. Each point is a subreddit. Brown points represent
subreddits that are eventually banned. Radical subreddits form a relatively tight-knit cluster in the network that is expanding
over time. Notice that the position within the network is also determined by the overall ideological leaning (see Figure 4): while
most radical subreddits are far-right, the separate point in the year 2019 is r/MoreTankieChapo, a far-left subreddit.

Figure 6: Number of radical subreddits in the Reddit Polito-
sphere. The figure shows for each year the number of sub-
reddits that are eventually banned.

Exploratory Analysis
What kinds of analyses are possible using the Reddit Polito-
sphere? Here, we showcase the potential for future research
based on the resource by combining the networks with in-
formation from the subreddit metadata.

One natural question to ask is to what extent the networks
cluster according to different ideologies; the high modular-
ity values show that the networks have a clustered structure,
but it is not clear whether this is due to ideological variables.
To analyze this, we draw upon the democratic and republi-
can subreddits and perform two experiments on the largest
network from the Reddit Politosphere (2019).

The first experiment focuses on the internal clustering of
the two groups of subreddits. Specifically, for each group we
loop over all nodes and compute (i) the shortest path length
to all other nodes in the same group and (ii) the shortest
path length to nodes in an equally-sized sample drawn ran-
domly from the network. We then compute the average of
(i) and (ii) across all nodes in each group. The values for
(i) are much smaller than the values for (ii) for both groups
(democrats: 2.11 versus 3.15, republicans: 1.89 versus 3.09).
Both pairwise differences are shown to be highly significant
by two-tailed t-tests (p < 0.001). Democratic and repub-
lican subreddits are much closer to each other in the net-
work than would be expected by chance. The second exper-
iment focuses on the external clustering of the two groups

10https://www.reddit.com/r/autowikibot/wiki/redditbots

of subreddits. Specifically, for each group we loop over all
nodes and compute (i) the shortest path length to all nodes
in the other group and (ii) the shortest path length to nodes
in an equally-sized sample drawn randomly from the net-
work. We then compute the average of (i) and (ii) across all
nodes in each group. This time, the values for (i) are much
larger than the values for (ii) for both groups (democrats:
3.44 versus 3.14, republicans: 3.44 versus 3.04). Both pair-
wise differences are again shown to be highly significant by
two-tailed t-tests (p < 0.001). Democratic and republican
subreddits are further away from each other in the network
than would be expected by chance. Thus, democratic and
republican subreddits form two cohesive as well as distinct
clusters within the network, which can also be seen by in-
specting a plot of the network with nodes colored according
to party affiliation (Figure 4).

Going one step beyond the democratic-republican polar-
ization, we ask whether the networks of the Reddit Poli-
tosphere also reflect ideological radicalization. To examine
this, we draw upon the set of subreddits banned by the cre-
ation time of the Reddit Politosphere. We first notice that
the set of these radical subreddits constantly grew over time,
following the overall trend of the Reddit Politosphere (Fig-
ure 6). How does this growth look like in terms of the net-
work structure? Specifically, is there a radicalized region in
the network that is expanding over time, or do radical sub-
reddits originate at random points in the network?

To answer this question, we conduct a similar experiment
as in the last section, but with a temporal perspective: we
examine the period from 2013 to 2019 and compute in each
year for all newly-originated radical subreddits the shortest
path length to each of the already existing radical subred-
dits. We conduct the same computation for an equally-sized
random sample of newly-originated non-radical subreddits.
The average across all years is considerably lower for the
radical than non-radical subreddits (2.08 versus 3.19), a dif-
ference that is found to be highly significant by a two-tailed
t-test (p < 0.001), indicating that radical subreddits origi-
nate close to other radical subreddits in the network. Again,
this can also be seen by inspecting plots of the networks
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(Figure 5), suggesting the existence of radicalized regions
in the networks of the Reddit Politosphere.

While this brief exploration has focused on analyzing the
network structure by using information from the subreddit
annotations, the rich structure of the Reddit Politosphere al-
lows to address a wide variety of different research ques-
tions; e.g., one could easily expand the analysis above by
including information from the subreddit comments or fea-
tures based on the users of the subreddits.

Conclusion
We introduce the Reddit Politosphere, a large-scale resource
of online political discourse covering more than 600 politi-
cal discussion groups over a period of 12 years. The Reddit
Politosphere consists of both text and network data, which
makes it an attractive resource for approaches operating on
both types of data. We hope that the Reddit Politosphere
benefits work at the intersection of research on online po-
litical discourse, the computational social sciences, network
analysis, and natural language processing.

Ethical Statement
This work is entirely based on public data. To protect the
identity of individual users, the Reddit Politosphere is fully
pseudonymized, which sets it apart from most other datasets
based on Reddit, including PRD.

We expect the Reddit Politosphere to be particularly valu-
able for research on social and political questions, which
bears the risk that skews and biases in the data impact the
results and conclusions based on them. In this respect, we
highlight that the user base of Reddit is not representative of
the overall US population. Specifically, it is younger, more
male, and more liberal (Shatz 2017). This needs to be kept
in mind when using the Reddit Politosphere.

We further notice that we design the Reddit Politosphere
to fully adhere to the FAIR principles: it is findable as it is
made publicly available on a registered and indexed plat-
form (Zenodo); it is accessible by its unique and persistent
DOI as well as the descriptions provided in the metadata,
including this paper; it is interoperable as it leverages open
and machine-readable data formats (bz2, csv, and json); it
is reusable as it is published under the Creative Commons
Attribution 4.0 International (CC BY 4.0) license.
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