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Abstract

The production and circulation of fake content in India is a
rising problem. There is a dire need to investigate the false
claims made in public. This paper presents a dataset contain-
ing 22,435 fact-checked social media content to study fake
news incidents in India. The dataset comprises news stories
from 2013 to 2020, covering 13 different languages spoken
in the country. We present a detailed description of the 14
different attributes present in the dataset. We also present the
detailed characterization of three M’s (multi-lingual, multi-
media, multi-domain) in the FactDrill dataset. Lastly, we
present some potential use cases of the dataset. We expect
that the dataset will be a valuable resource to understand the
dynamics of fake content in a multi-lingual setting in India.

Introduction
With its massive population, the rise in production and cir-
culation of fake content online is posing a serious social
challenge in India.1 To limit the escalation of fake news; a
constant effort is made towards designing automated fact-
checking (Vlachos and Riedel 2014; Ferreira and Vlachos
2016; Wang 2017; Alhindi, Petridis, and Muresan 2018;
Tchechmedjiev et al. 2019; Augenstein et al. 2019) and fake
news detection (Shu et al. 2018; Wang et al. 2018; Khattar et
al. 2019; Zhou, Wu, and Zafarani 2020; Singhal et al. 2019;
Singhal et al. 2020) solutions. However, we believe that such
solutions might have a limited impact in solving the issue in
India because the first language (mother tongue) of Indians
is diverse and not restricted to English. As a result, we might
encounter the production and distribution of fake content in
the regional languages. Current datasets in English limits the
ability to study the menace of fake news in the Indian con-
text.

In this paper, we propose FactDrill: a data repository of
fact-checked social media content to understand the dynam-
ics of fake content in a multi-lingual setting in India. The
dataset presented in the paper is unique due to the following
reasons:

Copyright © 2022, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

1https://indianexpress.com/article/india/214-rise-in-cases-
relating-to-fake-news-rumours-7511534/

Figure 1: An excerpt from our proposed FactDrill dataset
depicting the investigation reasoning attribute. The attribute
is exclusive of the FactDrill dataset and is not present in
any existing fact-checking datasets. The attribute provides
minute details of the fact-checking process.

• Multilingual information: There are 22 official lan-
guages in India. The 2011 Census of India2 shows that the
languages by the highest number of speakers (in decreas-
ing order) are as follows: Hindi, Bengali, Marathi, Telugu,
Tamil, Gujarati, Urdu, Odia, Malayalam, and Punjabi. On
the other hand, only 10.67% of the total population of In-
dia converse in English. Though the current datasets are in
English, the above statistics indicate a need to shift fake
news from English to other languages. Hence, the pro-
posed dataset consists of news samples that span over 13
different languages spoken in India.

• Investigation reasoning: With the FactDrill dataset, we
present an attribute that explains how the manual fact-
checkers carry out the investigation. Figure 1 shows a

2https://en.wikipedia.org/wiki/Multilingualism in India
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screenshot of the attribute taken from a sample of the
Boom website.3 We believe providing such information
can give insights about the news story like, (i) social
media account or website that posted the fake content
(highlighted in yellow), (ii) platform that first encountered
the fake content (highlighted in orange), (iii) links to the
archive version of the post if the original content is deleted
(highlighted in green), (iv) tools used by fact-checkers to
investigate the claim (highlighted in pink), and (v) links
to the supporting or refuting reports related to the claim
(highlighted in blue). Such insights have the potential to
drive the research towards studying the ‘Nature of fake
news production’ in general. The attribute is exclusive to
the FactDrill dataset.

• Multi-media and multi-platform information: Fake
news can be published in any form and on any social
and mainstream platform. The curated dataset incorpo-
rates the information about media (images, text, video,
audio, or social media post) used in fake news genera-
tion and the medium (Twitter, Facebook, WhatsApp, and
Youtube) used for its dissemination.

• Multi-domain information: The previous fact-checking
dataset covers information on specific topics only. For
example, Emergent (Ferreira and Vlachos 2016) only
captures the national, technological, and world related
happening in the US whereas (Wang 2017; Alhindi,
Petridis, and Muresan 2018) include health, economic,
and election-related issues. In our proposed dataset, we
have curated information from the existing fact-checking
websites in India, giving us leverage to capture news sto-
ries of different topics and cover events that happened dur-
ing the time frame.

Our contribution can be summarized as follows:

• We have curated the first large-scale multilingual Indian
fact-checking data to the best of our knowledge. The
dataset comprises 22,435 samples from the 11 Indian fact-
checking websites certified with IFCN ratings. The sam-
ples are Hindi, English, Bangla, Marathi, Malayalam, Tel-
ugu, Tamil, Oriya, Assamese, Punjabi, Urdu, Sinhala, and
Burmese. We believe that the proposed dataset can act as a
prime resource to study the menace of fake news in India.

• We introduce an attribute in the feature list termed as in-
vestigation reasoning. The attribute explains the interme-
diate steps performed by fact-checkers to conclude the ve-
racity of the unverified claim. This is important to study
because it will help us dig into the fact-checking mech-
anism and propose solutions to automate the process.
We discuss the use cases of the curated feature and the
methodology designed to extract it from the crawled un-
structured data dump.

• Detailed characterization of three M’s (multi-lingual,
multi-media, multi-domain) in the dataset accompanied
with veracity reasoning and 13 other attributes makes it a
unique dataset to study.

3https://www.boomlive.in

The complete dataset is publicly avail-
able at the following link: (Dataset DOI:
https://doi.org/10.5281/zenodo.5854856) (Dataset URL:
https://zenodo.org/record/5854856). We also provide a
datasheet for our dataset according to Datasheets for
Datasets recommendations (Gebru et al. 2021) as supple-
mentary material.

Related Work
Several datasets were released in the past that focused on au-
tomated fact-checking and fake news detection. In this sec-
tion, we provide an overview of the existing fact-checking
datasets. Next, we discuss the datasets that focus on India
and how the proposed FactDrill dataset differs from it.

Overview of Fact-checking Datasets
Vlachos and Riedel (Vlachos and Riedel 2014) made the
first effort towards this direction in 2014. The paper released
a publicly available dataset consisting of facts-checked by
journalist available online. The statements were picked from
the fact-checking blog of Channel 4 and the Truth-O-Meter
from PolitiFact. The statements mainly captured issues
prevalent in US and UK public life. Apart from statements,
the meta-data features like: (i) publish date, (ii) speaker, (iii)
fine-grained label associated with the verdict and, (iv) URL
were also collected.

In another study (Ferreira and Vlachos 2016), the data
was collected from numerous sources, including rumour
sites and Twitter handles. The news on the world, US na-
tional and technology were captured. For each claim, a jour-
nalist would search for the articles that are either in support,
against or observing towards the claim. The final dataset
consists of claims with corresponding summarized headings
by the journalist and associated veracity label with the final
verdict on the claimed statement.

Both the previously mentioned datasets were quite small
in numbers. To overcome this drawback, the LIAR dataset
(Wang 2017) was introduced in 2017. It consists of around
12.8K short statements curated from the Politifact website.
It mainly contains samples collected from various sources,
including TV interviews, speeches, tweets, and debates. The
samples cover a wide range of issues ranging from the econ-
omy, health care, taxes, and elections. The samples were
annotated for truthfulness, subject, context, speaker, state,
party, and prior history. For truthfulness, the dataset was
equally distributed into six labels: pants-fire, false, mostly
false, half-true, mostly-true, and true. In 2018, Alhindi et
al. (Alhindi, Petridis, and Muresan 2018) proposed LIAR-
PLUS, an extended version of the LIAR dataset. Human jus-
tification for the claim was automatically extracted from the
fact-checking article for each sample. It was believed that
justification combined with extracted features and meta-data
would boost the performance of classification models. An-
other dataset that came into existence in 2018 was FEVER
(Thorne et al. 2018). It consists of 185,445 claims that were
not naturally occurring but were generated by altering sen-
tences extracted from Wikipedia.

Later in 2019, two new functionalities i.e. evidence
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Figure 2: Our proposed dataset curation pipeline. Step 1 describes the data collection process. This is followed by Step 2,
describing the data extraction methodology, and Step 3 discusses the ataata annotation and evaluation process.

pages and knowledge graph triples were introduced to fact-
checking data that resulted in overall improvement of the
accuracy. Augenstein et al. (Augenstein et al. 2019) pre-
sented the most extensive dataset on fact-checking that
had 34,918 claims collected from 26 fact-checking web-
sites in English listed by Duke Reporters Lab and on fact-
checking Wikipedia page. The prime benefit introduced was
the ten relevant evidence pages per claim. Other features
included the claim, label, URL, reason for the label, cate-
gories, speaker, fact-checker, tags, article title, publication,
date, claim date, and the full text associated with claim.
On the other hand, Tchechmedjiev et al. (Tchechmedjiev et
al. 2019) proposed ClaimsKG, a knowledge graph of fact-
checked claims. It enables structured queries for features
associate with the claim. It is a semi-automated method
that gathers data from fact-checking websites and annotates
claims and DBpedia’s corresponding entities.

Overview of Fact-checking and Fake News
Datasets for India
There has been little effort made to study the menace of fake
news in India. Recently, Sharma et al. (Sharma and Garg
2021) proposed IFND: Indian Fake News Dataset, compris-
ing of the following attributes: (i) title, (ii) date and time,
(iii) source of the news, (iv) link to news, and (v) label. The
dataset consists of 37,809 and 7,271 real and fake news sam-
ples. The real news is collected from Tribune, Times Now
news, The Statesman, NDTV, DNA India, and The Indian
express. The fake news samples are curated from Alt news,
Boomlive, Digit eye, The logical Indian, News mobile, India
Today, News meter, Factcrescendo, TeekhiMirchi, Daapan,
and Afp. In another attempt, Dhawan et al. (Dhawan et al.
2022) proposed FakeNewsIndia to examine the fake news
incidents in India. The team curated 4,803 fake news sto-
ries from June 2016- December 2019 from 6 fact-checking
websites, namely, Times of India, Alt news, Afp, India To-
day, pIndia, and Factly. The dataset comprises the following
attributes, title, author, text, video, date-time, and website.
The authors have also curated 5,031 tweets and 866 Youtube
videos present in the dataset.

Though the datasets have made an effort to create re-
sources that cater Indian region, still it faces a few limita-
tions, (i) The IFND dataset is highly imbalanced. No assur-
ance about the authenticity of sources is provided, (ii) In
the FakeNewsIndia dataset, the sample count is low. Data

curation is also performed for a short period, (iii) Both
the curated datasets consists of samples in English, miss-
ing the data in regional languages, (iv) There are numerous
attributes present in a website but both the papers limits to
some specific features. This might lead to information loss,
and (v) None of the datasets had the investigation reasoning
attribute proposed in the FactDrill dataset.

Our proposed FactDrill dataset overcomes all the draw-
backs mentioned above. Next, we discuss the data curation
process.

Step 1: Data Collection
We have curated the first large-scale multilingual Indian
fact-checking data to the best of our knowledge. Figure 2
shows the complete data curation process. In this section,
we focus on the first step i.e. the data collection.

Though fact-checking services play a pivotal role in com-
bating fake content online, little is known about whether
users can rely on them or not. To corroborate trust among
the audience, fact-checking services should endeavour trans-
parency in their processes, organizations, and funding
sources. To look out for trusted Indian fact-checking web-
sites, we came across International Fact Checking Network
(IFCN).4 Next, we discuss in detail about IFCN, its mea-
suring criteria, and sources that are chosen for preparing the
proposed dataset.

International Fact-Checking Network
The International Fact-Checking Network is owned by the
Poynter Institute of Medical Studies, located in St. Peters-
burg, Florida. It was set in motion in September 2015. The
prime objective to establish IFCN was to bring together the
fact-checkers present across the globe under one roof. It
also intends to provide a set of guidelines through the fact-
checkers code of principles mandatory for the fact-checking
organizations to follow. The code of principles is designed
for agencies that actively broadcast the proper investigation
against the false claim on mainstream or social media plat-
forms.

The legally registered organizations routinely scrutinize
the statements made by public figures, and prominent insti-
tutions are generally granted the IFCN signatory. The state-
ments can be text, visual, audio and other formats mainly

4https://ifcncodeofprinciples.poynter.org/signatories
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Website Establishment Languages Supported Domain

Alt News Feb 2017 English, Hindi Politics, Science,
Religion, Society

Boom Live Nov 2016 English, Hindi,
Bangla, Burmese General

DigitEye India Nov 2018 English General
FactChecker Feb 2014 English General, Modified

Fact Crescendo July 2018

English, Hindi, Tamil,
Telugu, Kannada, Urdu,
Oriya, Assamese, Punjabi,
Bengali, Marathi,
Gujarati, Malayalam,

General,
Coronavirus

Factly Dec 2014 English, Telugu General, Coronavirus
India Today English General
News Mobile 2014 English General

NewsChecker
English, Hindi, Marathi,
Punjabi, Gujrati, Tamil,
Urdu, Bengal

General

Vishvas News

English, Hindi, Punjabi,
Odia, Assamese, Gujrati,
Urdu, Tamil, Telugu,
Malayalam, Marathi

Coronavirus, Politics,
Society, World,
Viral, Health

The Quint- Webqoof English, Hindi General, Health

Table 1: An overview of the fact-checking sources considered during the data collection. Empty cells indicate that the informa-
tion is not available.

related to public interest issues. On the other hand, organi-
zations whose opinions look influenced by the state or any
other influential identity or a party are generally not admit-
ted to the grant.

To be eligible for an IFCN signatory, the organization
is critiqued by independent assessors on 31 criteria. The
assessment is then finally reviewed by the IFCN advisory
board to ensure fairness and consistency across the network.
There are about 82 Verified signatories of the IFCN code
of principles among which 11 are based on India.5 To en-
sure the authenticity and verifiability of the curated data, we
have considered those Indian fact-checking sources that are
IFCN rated verified.

Next, we discuss the Indian fact-checking websites con-
sidered for our data collection process.

Indian Verified Fact-Checking Websites
The prime benefit of gathering data from fact-checking web-
sites is that we can read the reasoning behind the veracity
of a news sample. The detailed description of the investi-
gation gives valuable insight to the reader about how and
why the viral claim was false. With this objective in mind,
we decided to collect data from the existing fact-checking
websites on a mission to debunk fake information from the
Indian ecosystem. Table 1 provides an overview of the fact-
checking websites considered for data curation. The table
highlights the key features of a particular website in the
form of, (i) organization establishment year, (ii) languages
debunked by the website, and (iii) domain covered.

5As per 2020 statistics.

Step 2: Data Extraction
In this section, we discuss the schema of our proposed
dataset. It is the second step of the data curation pipeline,
as shown in Figure 2.

We set up a data extraction system that makes use of a
Python library, Beautiful Soup6 to extract data from web
pages. Our system checks the sources for new data once in
24 hours. In this paper, we present a study on samples cu-
rated from 2013 to 2020. By the end of the data curation
process, we had 22,435 news samples. Among them, 9,058
samples belong to English, 5,155 samples to Hindi and the
remaining 8,222 samples are distributed in various regional
languages i.e. Bangla, Marathi, Malayalam, Telugu, Tamil,
Oriya, Assamese, Punjabi, Urdu, Sinhala, and Burmese.

Dataset Attributes
We curate numerous features from the unstructured data. A
sample showcasing all the attributes is present in Figure 3.
We have categorized the extracted feature set into various
classes like meta-features, textual features, media features,
social features, and event features. The final processed data
is shown in Figure 4.

1. Meta Features
We consider those attributes as meta features that tells
us about the sample, like website name, article link,
unique id, publish date.

• website name: Denotes the name of the source from
where the sample is collected.

6https://pypi.org/project/beautifulsoup4/
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Figure 3: We present a screenshot from a fact-checking web-
site (Vishvas News) to depict different attributes present in
the proposed FactDrill dataset.

• article link: The attribute gives the original link to the
curated sample.

• unique id: This attribute acts as the primary key for
data storage.

• publish date: The attribute signifies the date on which
the fact-checking websites published the article.

2. Textual Features: A fact-checked article can be segregated
into title and content. The content attribute can further
be divided into claim and investigation. All the three at-
tributes together form the textual features in our proposed
dataset. Since the curated data from the website is highly
unstructured, information in claims and investigation is
generally present in the content part of the data. This in-
formation is extracted from the content attribute using hu-
man intervention. This is discussed in detail in Section
Annotation Process.

• title: The title of the article.
• content: The attribute act as the body of the article that

consist of information in the form of claim and investi-
gation.

• claim: This attribute gives the reader background infor-
mation about what was said in the related post.

• investigation: This attribute help readers in understand-
ing why the fact-checkers concluded a particular post
to be fake. The whole inspection process is discussed
in detail with tools and techniques used to explore.

3. Media Features: The claim viral on any social media plat-
form or mainstream media have many modalities. Simi-

larly, the investigation to conclude the status of any viral
news is also backed by numerous supporting claims that
can again be in any multimedia form. The set of attributes
that are categorized into multimodal features are as fol-
lows:

• image links: The links of all other images that will ei-
ther belong to the original claimed images group or are
presented in support of the viral claim are put under this
feature as a list object.

• video links: For those samples where prime media used
for fabrication is video, the link to the original video is
provided by fact-checkers to back their investigation.
This attribute stores all such links.

• audio links: The attribute presents all the supporting
audio links related to the viral claim.

• links in text: To provide complete justification to what
was said in the investigation report, fact-checkers pro-
vide different media links in support of their investiga-
tion. All such links are present in the attribute. How-
ever, to identify where a specific link is mentioned in
the fact-checked article, an attribute named as bold text
is used for easy identification and matching of the cor-
responding text from the article.

4. Social Features: The attribute stores the tweet ids present
in the sample. The tweet ids can be the post that (i) needs
to be investigated, or (ii) is present in support of the fake
claim. We can extract the complete information from the
tweet thread with this attribute.

5. Event Features: The set of features in this group gives
information about the event to which a news sample be-
longs. These include topic and tags attributes. For exam-
ple, the Boom article titled: ‘False: Chinese Intelligence
Officer Reveals Coronavirus Is A Bioweapon’ had the
following tags (Coronavirus China, COVID-19, Coron-
avirus outbreak, Bioweapon, Biological warfare, China,
Intelligence Officer) associated with it. This kind of infor-
mation helps identify the topic of the article.

Step 3: Data Annotation
This section addresses the three key questions that facilitate
the data annotation process.

Description of the Annotation Tasks
The complete annotation process is divided into two tasks. In
Task 1, annotators have to mark the sample as fake or non-
relevant. The non-relevant subset include samples, (i) that
were investigated to be true, (ii) articles containing general
fact information that news websites usually publish7 and,
(iii) weekly-wrap up articles that increase the chance of du-
plication in the dataset.

In Task 2, the annotators are provided with the three at-
tributes, namely, content, claim and, investigation. The con-
tent attribute is already divided into claim and investigation

7https://www.boomlive.in/technologies-will-tackle-irrigation-
inefficiencies-agricultures-drier-future/
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Figure 4: A excerpt from the dataset displaying different attributes present in a sample of the proposed FactDrill dataset. The
feature list is paced under different headers namely, meta features, text features, social features, media features, and event
information. The attributes are discussed in Section Dataset Attributes.

using a keyword-based heuristic method. The role of the an-
notator is to check whether the segregation performed is cor-
rect or not. If not, the text is placed under the correct header.

Annotation Process
We hired language experts to annotate the samples. For
Hindi and English languages, each sample is annotated by
two annotators. However, due to the limited expertise in the
regional languages, each sample is annotated by a single
annotator. The annotators are provided with the annotation
guidelines that include instructions about each task, defini-
tion of the attributes that need to derive from the text and,
a few examples. The annotators studied the document and
worked on a few examples to familiarize themselves with
the task. They were given feedback on the sample annota-
tions, which helped them refine their performance on the re-
maining subset.

Annotation Evaluation Metric
To evaluate the performance of Task 1, we calculate the
inter-annotator agreements using Cohen’s Kappa (Cohen
1960). We observe a mix of moderate and substantial agree-
ment for the majority of the samples. Table 2 summarizes the
Cohen’s kappa measures. Though Cohen’s Kappa performs
exceptionally well when a dichotomous decision is involved
and takes care of chance agreement, it fails badly when an-
notators show near 100% agreement. This phenomenon is
termed as ‘the paradoxes of Kappa’. During our evaluation,
we observe high agreement between annotators for 1000

samples. To solve the ‘the paradoxes of Kappa’ issue, we
used Gwet’s AC(1), and AC(2) statistic (Gwet 2008). It over-
comes the paradox of high agreement and low-reliability co-
efficients. Table 2 summarizes the Gwet’s score for those
1000 samples.

To evaluate the performance for Task 2, we checked for
matched ordinal positions for each annotated sample. The
final inter agreement score is computed using the percent
agreement for two raters (Topf 1986). It is calculated by di-
viding the total count of the matched sample by the total
number of samples in the data.

Basic Dataset Characterization
We begin by providing a statistical overview of our proposed
dataset.

Summary Statistics
Figure 5 (a) shows the distribution of samples across lan-
guages in our proposed FactDrill dataset. The diffusion
of samples in the regional interface is majorly dominant
by Bangla, Malayalam, Urdu and, Marathi language. Fig-
ure 5 (b) represents the number of samples belonging to the
fact-checking websites. Among them Fact Crescendo web-
site rules in debunking fake news dissemination in different
languages.

Popular Fake Events in India
We analyze the topic distribution of fact-checking articles
in different languages, i.e. English, Hindi and Regional lan-
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Website Language Inter Annotator Agreement Score # Samples

Task 2
(Percent Agreement)

Task 1
Cohen‘s Kappa /Gwet‘s

AC(1) AC(2)
Alt News English 0.78 0.48 2058

Hindi 0.76 0.53 1758
Boom English 0.42 0.66 909

Hindi 0.90 0.53 880
DigitEye English 0.86 0.56 147

FactChecker English 0.31 0.15 156
Fact Crescendo English 1.00 1.00 256

Hindi 0.99 1.00 264
Factly English 0.92 0.76 971

India Today English 0.95 0.44 788
News Mobile English 0.71 0.29 1543
Vishvas News English 0.94 0.91 254

Hindi 0.98 0.90 1369
Webqoof English 0.86 0.47 1771

Hindi 0.95 0.97 328

Table 2: Inter-annotator agreement for the two tasks. The values in bold indicates that Gwet’s AC(1) and AC(2) scores are
calculated for the samples. We observe a mix of moderate (0.41-0.60) and substantial (0.61-0.80) agreement for the majority of
the samples.

Figure 5: (a) shows the distribution of different languages in our proposed dataset, (b) shows the spread of data across different
websites. It also depicts the language supported by each website.
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Figure 6: Topic Distribution in English, Hindi and Regional languages (left to right). The figures clearly show that most fake
news dissemination across the country is centred on the political domain.

guages. All the tags and domain knowledge for the Hindi
and regional languages were present in English only. From
Figure 6, we can conclude that political activity is an essen-
tial ground for fake news creation in all the languages. With
the onset of year the 2020, the world has witnessed a global
pandemic i.e. Coronavirus. This has affected peoples’ lives
and has also given rise to the infodemic of fake content. To
no surprise, the second popular topic for fake news creation
in India was Coronavirus, followed by health and religion.

Circulation of Fake News in India
Figure 7 (a) shows the percentage increase in production of
fake news over the years. The fact-checking trend came to
India in 2013, majorly debunking news in the English Lan-
guage. As and when fake news dissemination in English
got little popular i.e. 2017, we saw it intruding in the other
languages too. This steady shift to other languages was ob-
served quite lately i.e. in 2017 and 2018. We observe sharp
peaks and drops in the graph that will be an interesting study
in the future. Figure 7 (b) shows the year-wise distribution of
samples in the dataset. The graph shows a steady increase in
fake news production, with a major peak observed in 2019.
For both these observations, the data considered for the year
2020 is till June.8

Use Cases
There are varied threads of fake news research that can be
initiated with the help of FactDrill dataset. We want to pro-
pose some ideas for the same formally.

• Understanding the nature of fake news: Various efforts
have been made to-date to eliminate fake news on the
Internet. There are two primary drawbacks to such ap-
proaches, 1) The system performs well on trained samples
but fails drastically on real-world data, 2) the performance
of classifiers varies considerably based on the evaluation
archetype, and performance metric (Bozarth and Budak
2020). We believe there is a need to study the nature of
fake news before attempting to detect it. Towards this end,
we present a dataset that provides a detailed investigation
of the fake sample that includes, (i) the modality faked in
the news, (ii) ‘how’ the sample was concluded to be false
and, (iii) tools used to conclude.

8During the data collection stage, the last sample collected was
in June 2020.

• Suppressing Fake News Dissemination at an Early
Stage: Fact-checkers are making a constant effort to de-
bunk false information online. However, we still wit-
ness duplicates and republish content online. This demon-
strates that fact-checking initiatives are not reaching the
general public. With FactDrill dataset, we can develop
technologies stationed at different social media platforms;
such systems can use information from the debunked
news sample and make it available to the audiences on
the platform.

• Bias among fact-checkers: Fact-checking is tedious.
Different websites aim to debunk news of different topics.
There can be websites that aim at exposing a particular
kind of information. It will be interesting to look out for
biases in the fact-checking pattern and its related effects.

• Modelling Temporal Progression: FactDrill dataset con-
sists of data that spans from the year 2013 to the year
2020. It can serve as an excellent source to study the evo-
lution of fake news over the years.

• Event-centric Studies: FactDrill dataset comprises of
news stories that span different events across the timeline.
For instance, it had fake news stories busted during the
CAA, NRC Bill, COVID-19 pandemic, to name a few.
The proposed dataset can be used to study the impact of
fake news dissemination during such popular events in the
country.

• Exploring the Multilingual Fake News Direction: Fact-
Drill dataset comprises news stories that span over 13
different languages spoken in the country. The proposed
dataset will help in designing automatic detection and lan-
guage identification systems. Moreover, data in multiple
languages can further open up research opportunities in
the Natural Language Processing (NLP) domain.

• Challenge Proposal: We want to extend our work as a
challenge proposal to dig deep into studying the fake news
patterns in India.

FAIR Principles
Our proposed FactDrill dataset adheres to the four FAIR
data principles: Findable, Accessible, Interoperable
and Reusable, as follows: (i) The complete dataset is
publicly available at the following link: (Dataset DOI:
https://doi.org/10.5281/zenodo.5854856) (Dataset URL:
https://zenodo.org/record/5854856) making FactDrill
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Figure 7: Circulation of fake news over the years in India. During the data collection stage, the last sample collected was in
June 2020. Hence, the sample count is shown till June.

dataset easily Findable and Accessible, (ii) The proposed
dataset is provided in an xlsx (Excel Spreadsheet) format
that can be viewed and parsed easily. We have also provided
a detailed explanation of each attribute in the FactDrill
dataset in Section Dataset Attributes. In addition to that, it
can be exported to other data formats like CSV (Comma
Separated Values), making FactDrill dataset Interoperable
and Reusable.

Conclusion
This paper presents FactDrill: a data repository of fact-
checked social media content to study fake news incidents
in India. To the best of our knowledge, this is the first large
scale multilingual Indian fact-checking data that provides
fact-checked stories for 13 different languages spoken in the
country. We believe such a dataset can aid researchers in ex-
ploring the fake news spread in the regional languages. Ad-
ditionally, researchers could also look out for the dissemina-
tion of fake content across the different language silos. The
FactDrill dataset comprises 22,435 samples from the IFCN
rated Indian fact-checking websites. Fourteen features asso-
ciated with each sample are grouped under meta, textual,
media, social, and event features. We also present a new
attribute to the feature list i.e. investigation reasoning and
explain its relevance and need in the current fact-checking
mechanism. In the future, we would like to organize chal-
lenges around this data to instigate researchers in asking in-
teresting questions, finding limitations, and proposing any
improvements or novel computational techniques in detect-
ing fake news in low resource Indian languages.
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