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Abstract

The predefined artificially-balanced training classes in object
recognition have limited capability in modeling real-world
scenarios where objects are imbalanced-distributed with un-
known classes. In this paper, we discuss a promising solu-
tion to the Open-set Long-Tailed Recognition (OLTR) task
utilizing metric learning. Firstly, we propose a distribution-
sensitive loss, which weighs more on the tail classes to de-
crease the intra-class distance in the feature space. Build-
ing upon these concentrated feature clusters, a local-density-
based metric is introduced, called Localizing Unfamiliarity
Near Acquaintance (LUNA), to measure the novelty of a test-
ing sample. LUNA is flexible with different cluster sizes and
is reliable on the cluster boundary by considering neighbors
of different properties. Moreover, contrary to most of the ex-
isting works that alleviate the open-set detection as a simple
binary decision, LUNA is a quantitative measurement with
interpretable meanings. Our proposed method exceeds the
state-of-the-art algorithm by 4-6% in the closed-set recogni-
tion accuracy and 4% in F-measure under the open-set on the
public benchmark datasets, including our own newly intro-
duced fine-grained OLTR dataset about marine species (MS-
LT), which is the first naturally-distributed OLTR dataset re-
vealing the genuine genetic relationships of the classes.

Introduction
There is a wide range of real-life object recognition tasks
that operates under the training-learning paradigm and can
be naturally modeled as the image classification task. Tech-
nical revolution sweeps various fields like species identi-
fication (Van Horn et al. 2018), medical imaging percep-
tion (Wang et al. 2020a), human face recognition (Deng
et al. 2019) and scene classification in autonomous driving
(Narayanan, Dwivedi, and Dariush 2019). However, the per-
formances of the state-of-the-art object recognition methods
mostly bias on the sample-rich classes that have been seen
in the training set, with a limited ability on classifying the
sample-few classes, not to mention the new/novel classes of
objects (Kang et al. 2019; Zhou et al. 2020).

The main culprit of this phenomenon is the simulation
scenario in the laboratory cannot fully model reality: the
conformity between training and testing sets determines the
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system’s dynamic performance, reliability and scalability.
Back in the real world, the factual object samples are also
unevenly distributed, and the object classes are always open-
ended. The state-of-the-art algorithms are either focused on
solving open-set issues (Bendale and Boult 2016; Scheirer,
Jain, and Boult 2014; Ge et al. 2017), or only aimed to clas-
sify the objects under a closed long-tail distribution (Kang
et al. 2019; Zhou et al. 2020). However, when there is a call
for implementing object recognition in daily life, the open-
set and long-tail challenges commonly coincide (Van Horn
et al. 2018; Wellmer and Becker-Platen 2000; dis 2019).
Separating them is twice the effort for half the result. To step
closer to reality, Liu et al. attempt to merge and deal with
the open-set long-tail recognition (OLTR) together by one
framework in 2019 and proposed the OLTR baseline (Liu
et al. 2019). However, existing OLTR approaches (Liu et al.
2019; Zhu and Yang 2020) still see some fundamental and
methodological gaps:

• No authentic collected open long-tail dataset to eval-
uate the OLTR methodology (Liu et al. 2019): existing
benchmarks are limited to artificially-sampled ones. The
generic relationship among objects are disrupted. For ex-
ample, there are only 9 samples for truck while 516 sam-
ples for white shark in ImageNet-LT.

• Decoupling open set challenges with long-tailed dis-
tribution (Bendale and Boult 2016; Ge et al. 2017;
Júnior et al. 2017; Hassen and Chan 2020): when people
study the open set issues, models are designed based on
balanced sets (Deng et al. 2009; Zhou et al. 2017), which
reduce the utility and value of transferring the methodol-
ogy to OLTR tasks.

• Exhaustively engage into the long-tail recognition and
ignore the open set issues (Cao et al. 2019; Huang et al.
2016; Lin et al. 2017; Cui et al. 2019; Li et al. 2020):
due to the hurdle of recognition of objects from the im-
balanced set, the literature focus on improving the accu-
racy in the long-tailed distribution without considering
the open set scenario, which needs accommodations for
the actual OLTR tasks.

The above three significant hurdles motivate us to re-
search in the metric domain, which automates the feature
selection and learns task-specific distance functions to ac-
cess similarity (Kulis et al. 2012). In this paper, we propose
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a metric learning framework, called Localizing Unfamiliar-
ity Near Acquaintance (LUNA), to quantitatively measure
the level of novelty based on the local density of the deep
CNN features for the open-set long-tailed recognition task.
With LUNA, two questions can be answered precisely, (1)
whether the input is novel or not; (2) if no, which class it is;
if yes, what is the unfamiliarity level of the new class con-
cerning the pretrained acquaintance classes. In summary, we
claim our contributions and technical innovations as follows,
• We collect a new well-annotated real Marine Species

open long-tailed (MS-LT) dataset. As the first natural
OLTR dataset in a fine-grained domain, it will be a solid
supplement to the existing manually re-sampled OLTR
datasets. It poses new challenges on representation learn-
ing and novel species detection.

• To make the categories concentrated in feature space in-
dividually, the feature extractor is trained by a newly pro-
posed loss, called weighted center loss, to minimize their
intra-class distances so as to form dense clusters in the
high-dimensional space. It centralizes the deep features
of the head classes, while preserving the classification ac-
curacy of the tails, resulting in more distinctive features.

• To measure the unfamiliarity level of the new classes and
evaluate the closeness with acquaintance classes, we pro-
pose a LUNA factor, an outlier metric based on the rela-
tive density of the deep features, which is adaptive to the
distribution. The LUNA factor is the first indicator that
provides quantitative measurements of novelty under the
long-tailed distribution.

• We extensively evaluate LUNA on the MS-LT dataset
and two commonly-used artificially-sampled datasets,
ImageNet-LT and Place-LT, in both long-tailed and open-
set recognition tacks. The result shows that the LUNA
significantly outperforms the state-of-the-art methods by
4-6% on the closed set and in average 4% improvement
of the F-measure under the open-set setting.

Related Works
Long-tailed and open-set recognition. For long-tailed
recognition, strategies have been explored to eliminate the
bias towards heads in several ways, including one-stage re-
balancing and multi-stage retraining. The re-balancing tech-
niques consists of data re-sampling (either down-sampling
of head classes (Galar et al. 2013; Liu, Wu, and Zhou
2008) or over-sampling of tail classes (Chawla et al. 2002;
Han, Wang, and Mao 2005; Nguyen, Cooper, and Kamei
2011)) and loss re-weighting (Cao et al. 2019; Huang et al.
2016; Lin et al. 2017; Li et al. 2020). Though improving
the performance on tails, however, such techniques hurt the
model’s generalizability and overall feature learning, leav-
ing the heads under-represented. Multi-stage methods (Cui
et al. 2019; Kang et al. 2019; Wang et al. 2020b) overcome
it by decoupling the biased representation learning and re-
balanced classifier training, achieving state-of-the-art per-
formance. Nonetheless, they confine only within the closed
set, without considering the adaption to unseen categories.

On the other hand, as it is impossible to collect all novel
categories other than the trained ones, open-set recognition

is of significant practical value. There are mainly three cat-
egories: (1) separate novel sampling with Weibull fitting
(Scheirer, Jain, and Boult 2014; Bendale and Boult 2016);
(2) train with synthesized samples (Ge et al. 2017); (3) clus-
ter known categories in the feature space (Júnior et al. 2017;
Hassen and Chan 2020). The idea of our proposed weighted
center loss is consistent with the last type. The existing
algorithms are evaluated on relatively small and balanced
datasets, like MNIST (mni 1998). Besides, they utilize the
naive distance of an instance to its closest class center as the
outlier score, and the out-of-distribution known samples are
prone to be classified as novelties.

Liu et al. (Liu et al. 2019) formally define the OLTR prob-
lem and set up benchmarks for evaluation. They also develop
an OLTR network that dynamically learns meta-embedding
for training samples as a combination of direct features from
CNN and memory features representing the class-specific
feature centroids to transfer knowledge from head to tail
classes. The minimum confidence from a cosine classifier
indicates the novelty of testing samples. However, the OLTR
network uses distance to model reachability, which might be
ambiguous where the clusters are overlapped. Also, end-to-
end training decreases its interpretability.

Novelty Detection. Novelty detection, or anomaly detec-
tion, is a binary classification problem that aims to detect the
outliers given few or no annotations on novel classes. Be-
sides the above open-set related methods, the local outlier
factor (LOF) is widely used (Breunig et al. 2000; Kriegel
et al. 2009; Wang and Lu 2011; Zhu et al. 2018). In gen-
eral, it compares the density of a certain data point with its
neighboring K points (Breunig et al. 2000; Tu et al. 2018).
Since the LOF is not flexible with different cluster sizes, in
the long-tailed scenario, small K may limit the accuracy on
head classes that occupy a larger portion of feature space,
while local outliers may be ignored if a large K is chosen.
The proposed LUNA is size-sensitive and it improves the
reliability of the cluster boundaries by comparing with dif-
ferent groups of local neighbors.

Deep Metric Learning (DML). DML is to maximize the
inter-class distances and minimize the intra-class distances
in the high-dimensional embedding space. Two types of
DML methods are widely used: a) learning with class-level
labels and b) image-level labels. The former obtains embed-
dings from a classification model, e.g., ArcFace (Deng et al.
2019), CosFace (Wang et al. 2018). The latter optimizes
the embedding distance of sampled image pairs or groups
by loss functions directly, without generating the classifica-
tion outcomes after DML, such as contrastive (Chopra, Had-
sell, and LeCun 2005), triplet (Schroff, Kalenichenko, and
Philbin 2015) and center (Wen et al. 2016) loss. These DML
algorithms are all within the hypothesis that training data is
sufficient and generally balanced, which does not hold for
the long-tailed setting. For class-level DML, the classifica-
tion accuracy is mostly affected by biases in data distribu-
tion; while for image-level DML, few-shot classes are easily
over-fitted. In this paper, a frequency-aware loss function is
proposed to tackle the data imbalance and metric learning
problem simultaneously.
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Figure 1: The illustration of our proposed method. Bottom:
the workflow of open long-tailed recognition training and
inference. Top: a brief illustration of our open-set detection
method in feature space. The training samples form clusters
in the feature space with the wcenter loss are further cate-
gorized into core, boundary and second boundary points by
their relative local density. LUNA assesses the aforemen-
tioned metrics to measure the novelty of the testing samples.

The Proposed OLTR Method
In this section, we introduce our approach on training the
classification network with a proposed distribution-sensitive
loss to obtain distinctive representations, and detect novel
classes based on the Localizing Unfamiliarity Near Ac-
quaintance (LUNA, detailed illustration in Figure 1) mea-
surement under the open-set setting.

Representation Learning: WCenter Loss
The center loss (Wen et al. 2016) is originally proposed for
face recognition, which is formulated as

Lc =
1

2

∑
i

||xi − cyi
||2, (1)

where xi indicates the feature of the i-th sample with ground
truth label yi; cyi is the corresponding centroid, which is
initialized randomly and updated iteratively to minimize the
distance between itself and the continuously updated deep
features during the training. Center loss is jointly trained
with cross-entropy loss, balanced by a scalar parameter λ

L = Lxent + λLc, (2)
where different λ (λ = 0.001, 0.01, 0.1, 1) is shown to lead
to different deep feature distributions (Wen et al. 2016),
and features are more concentrated with larger λ. In the
situation of long-tailed datasets, the tail classes tend to be
sparser in distribution since there are much fewer samples,
which are easier to mix up with other clusters in the feature
space. Thus, we propose a weighted center (wcenter) loss
that caters to imbalanced distribution.

Lwc =
1

2

∑
i

λi||xi − cyi
||2

=
1

2

∑
i

(
ñj

maxc{ñc}
+ 1

)
· ||xi − cyi ||2,

(3)

where ñj = maxc{nc}
nj

. Here, c is the category index; λi is
the weight of normalized frequency of the class j that yi be-
longs to; nj denotes the number of samples of class j in the

Figure 2: The long-tailed distribution of ImageNet-LT
dataset and the corresponding weights of the wcenter loss.

training set. Basically, λi is the inversed distribution scaled
by the maximum frequency value, which is denoted as ñj

and then normalized between [0, 1]. The fewer samples in
a class, the higher weight it gets. Note that λi should be
greater than 1 and at the same scale of cross-entropy loss to
ensure convergence of the network. Therefore, we empiri-
cally add 1 to adjust the scale. Experiments in (Wen et al.
2016) also support this conclusion. Overall, the objective
function is

L = Lxent + Lwc. (4)

Note that the parameter λ is embedded in Lwc and cus-
tomized for different classes to minimize the intra-class dis-
tance, especially the tails.

Novelty Detection: LUNA
In the unfamiliarity detection procedure, we are aiming to
localize each testing sample in the feature space with respect
to the trained categories (acquaintance) to measure the level
of novelty. As originally defined in the local outlier factor
(Breunig et al. 2000), k-distance dk(p) is the distance be-
tween a feature vector p to its k-th nearest neighbor. Upon
that, the reachability distance rd between the anchor p and
another peer feature q is defined as the maximum of the
usual distance between them and the k-distance of q, i.e.,

rdk(p, q) = max(d(p, q), dk(q)). (5)

since each sample is assigned to a cluster (or center) by its
ground truth label for the training set, we define the sub-
local reachability density (hereafter denoted as D) for p,
which is formulated as the inverse of the average of the k-
distance between p to its k nearest neighbors Nk in the same
cluster, where k is empirically chosen as half the cluster size.

Dk(p) = 1

/(∑
q∈Nk

rdk(p, q)

|Nk(p)|

)
(6)

A smaller value of D, which indicates a large distance be-
tween the anchor point to its neighbors, means the anchor is
in a less dense neighborhood.

Inside each cluster, the points are classified into core if
the D is within top η% of the points in the same cluster
or boundary if not. Besides, we define the second boundary
points as the points which belong to other clusters but re-
gard this cluster as their second-best choice by the distance
to its center point. Note that neighbors of second boundary
points (see the purple dashed region in Figure 1) are chosen
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Figure 3: Left: the distribution of the proposed MS-LT dataset. There are three levels of frequency for the closed-set: many
(counts > 100), medium (20 < count ≤ 100) and few (count ≤ 20). The training set follows a long-tailed distribution, while the
testing and validation sets are balanced following the configuration of other long-tailed datasets. Right: the challenging samples
in the MS-LT. Some classes are similar in appearance, while some samples in the same class are different in orientation,
resolution and lighting.

to be within this current cluster (see the yellow cluster in
Figure 1), i.e., same as the core and boundary points, even
though the second boundary points not necessarily belong to
this cluster. The set of the core, boundary and second bound-
ary points are denoted as pc ∈ SC , pb ∈ SB and psb ∈ SsB ,
respectively. By comparing a test point’s D with those of the
pc, pb and psb, we would be able to estimate its approximate
location in the feature space. Theoretically, with greater den-
sity than Dpb

is in the safe zone to claim an inliner, while
with sparser density than Dpsb

is likely to be a novel class.
These probabilities are formulated by a set of outlier factors,
i.e., core outlier factor (COF, FC), boundary outlier factor
(BOF, FB) and second boundary outlier factor (sBOF, FsB),
formulated as follows

FC(p) =

∑SC

i Dp/Dpci

|SC |
,

FB(p) =

∑SB

i Dp/Dpbi

|SB |
,

FsB(p) =

∑SsB

i Dp/Dpsbi

|SsB |
.

(7)

These metrics automatically adapt to the size of the clus-
ters as they determine the number of nearest neighbors to be
chosen. The LUNA factor LF of a deep feature p is thus
defined as

LF(p) =min {|1−FC(p)|, |1−FB(p)|}

+

∣∣∣∣∣1− 1

|SsB |

SsB∑
i

FsB(psbi)/FsB(p)

∣∣∣∣∣+ |1− θp| ,

(8)
where the first term models p’s density with respect to the
core and boundary points in the same cluster; the second
term is its density compared with the average FsB of the sec-
ond boundary points; and the last term θp is the maximum
confidence output of the neural network. For testing samples
in the open-set, its FsB is close to or greater than the average

Division # of class # of images
Many (x > 100) 43 23.3K
Medium (20 < x ≤ 100) 32 1.7K
Few (x ≤ 20) 31 0.4K
Total (close-set) 106 25.4K
Open-set 25 0.4K

Table 1: Statistics of our MS-LT dataset. Here, x denotes the
number of samples in the class.

FsB of SsB , leading to a smaller second term. For all three
components, the larger the value, the more likely to be novel.
Otsu’s method is adopted to choose the optimal threshold.

Dataset and Experiments
OLTR Datasets
The ImageNet-LT (Liu et al. 2019) dataset is re-sampled
from a subset of the original ImageNet-2012 (Deng et al.
2009) following Pareto distribution. Extra 10 classes from
ImageNet-2010 make up the open-set. There are 1000
classes for training, with 5 to 1280 images per class and
115.8K images in total.

The Places-LT (Liu et al. 2019) dataset is re-sampled
from Place-2 dataset (Zhou et al. 2017) for scene recog-
nition. There are 69 new classes in Place-Extra69 used as
open-set.

Our proposed Marine Species (MS)-LT dataset is nat-
urally long-tailed distributed (in Figure 3). It is collected
from Gulf of Alaska and the Aleutian Islands in the U.S.
during 2015 to 2019. There are 25.4K images for 106 ma-
rine species, with 5 to 1920 images per class. There are 25
classes for open-set, which were only observed in one of the
years during collection. Table 1 shows the distribution and
number of samples of MS-LT. The challenges are several
classes share high inter-class similarity and some data of the
same class exhibit vast differences in appearances with dif-
ferent orientations or are collected in different years.

The openness O (Bendale and Boult 2016) of an open-set
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is defined as

O = 1−

√
2× |Ctrain|

|Ctest|+ |Ctarget|
, (9)

where Ctrain is the set of classes in training, Ctest is the set
of classes in testing and Ctarget is the set of classes to be
identified. | · | denotes the size of the set. In the closed-set
setting, the Ctarget is exactly the same as Ctest and Ctrain,
the openness is zero. The more the novel classes, the higher
the openness, the more difficult the task. The openness of
ImageNet-LT, Places-LT and MS-LT is 0.005, 0.085, and
0.331, respectively.

Evaluation Metrics
We first evaluate the Top-1 classification accuracy on the
closed-set in the many, medium, and few splits. The split-
ting strategy, as mentioned in Table 1, is the same for all
three datasets. After the open-set is merged in, we evaluate
the OLTR performance by the Top-1 multi-class recognition
accuracy on the close-set and open-set separately. Note that
the close-set accuracy under the open-set setting is differ-
ent from that in the closed-set setting, as some samples from
known classes are also possible to be recognized as novel.
Besides, following (Bendale and Boult 2016) and (Liu et al.
2019), we use the F-measure (or F-score), formulated as

F-measure =
TP

TP + 1/2(FP + FN)
, (10)

where the TP is the number of samples that are correctly
predicted to their ground truth classes, while FP represents
the known samples that are falsely classified but regarded
within closed-set. FN is the number of known samples that
falsely considered as the novel.

Implementation Details
The training samples are re-scaled by its shorter side and
then resized to 224 × 224 with random crop and horizontal
flip as data augmentation. We use ResNet-10, ResNet-152
and ResNet-32 as the backbone for ImageNet-LT, Place-
LT and MS-LT, respectively. Following the two-stage de-
coupling training scheme (Kang et al. 2019), we first train
the model with the original imbalanced dataset by stochas-
tic gradient descent (SGD) with the momentum of 0.9 and
weight decay of 2 × 10−4 in minibatch size of 128 for 180
epochs; then continue training the model with progressively-
balanced re-sampling (Kang et al. 2019) with learning rate
0.05 for an extra 50 epochs. The wcenter loss is applied only
at the second stage. There is no extra parameter to weigh dif-
ferent loss components.

Performance Comparison
Performance on public benchmarks. Following the base-
line experiments in the OLTR network (Liu et al. 2019), we
report the performance of the proposed method in the open-
set and closed-set settings. The base model denotes the plain
ResNet (He et al. 2016) without any adaptation on long-
tailed or open-set configurations. Lifted loss (Oh Song et al.
2016), focal loss (Lin et al. 2017) and range loss (Zhang

et al. 2017) are metric learning techniques to pull features of
the same categories closer, where the range loss is designed
for the long-tailed face recognition task. OpenMax (Bendale
and Boult 2016) is a statistical fitting method to predict the
probability of novelty in a similar manner as the SoftMax.
FSLwF (Gidaris and Komodakis 2018) is a few-shot learn-
ing algorithm. OLTR (Liu et al. 2019) is the first work to
formally define the OLTR problem and propose a network
with visual memory and weight regularization to transfer
knowledge from heads to tails as well as separate knowns
and unknowns. IEM (Zhu and Yang 2020) designs region
self-attention to improve the quality of memorized features.

Table 2 shows the performance on the ImageNet-LT,
Places-LT and MS-LT, respectively. With our emphasis
on long-tailed learning, our model outperforms the OLTR
network by 3.4%, 1.5%, and 6.8%in overall accuracy of
multi-class recognition (closed-set). It also improves the F-
measure by 5.4%, 0.5%, and 5.4%, respectively. Our advan-
tages lie in the improvements in the many and medium seg-
ments. We think it is critical to balance the heads and tails
properly. Applying methods for the balanced set, like the
base model, yields promising performance on the sample-
rich categories but performs poorly on the tails. Another
extreme attempt is to use a few-shot learning scheme, like
FSLwF in the tables, to promote the tails’ performance, but
this is not advantageous in open-set testing. With various
metric learning losses, such as the lifted loss, focal loss and
range loss, the performance under the open-set setting is
comparable with that of the closed-set. This supports our
argument that representation learning is an effective tool
for transferring the closed-set knowledge to applications of
open-set. Therefore, we use input re-balancing and progres-
sively adapt the classifier to handle the long-tailed problem.
With the frequency-sensitive wcenter loss, the feature space
is adequately organized and separable.

Discussions on the open-set performance. F-measure
evaluates both the classification accuracy and novelty de-
tection recall rate. However, the novelty detection does not
make a significant difference if the open-set is small, i.e.,
small false negative value in Equation 10. The novelty de-
tection accuracy, which is the portion of open-set being cor-
rectly identified, is a better metric to purely evaluate the
model’s ability of identifying the new classes. In Table 2,
we report closed-set overall accuracy (false positives are
the closed-set samples that are incorrectly classified as an-
other closed-set class or open-set), open-set accuracy (false
positives are the open-set samples that are misclassified as
closed-set), and the F-measure. Comparing to the prior lead-
ing methods, LUNA achieves better performance on the
novel classes, without sacrificing the long-tailed classifica-
tion accuracy. The results show MS-LT is a challenging OSR
dataset due to its high openness and fine-grained properties.

Visualize the feature space. Figure 4 shows the t-SNE
(Maaten and Hinton 2008) visualization of the MS-LT
dataset. With the wcenter loss, it is observed that the intra-
class distances are reduced and each class is nicely clustered
together, especially for the tails. The more concentrated they
are, the more precise for LUNA factor estimation. The open-
set samples are spread over empty region of the feature space
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Dataset Model Closed-set Open-set
Many Medium Few Overall Many Medium Few F-measure

ImageNet-LT
(ResNet-10)

Base Model 40.9 10.7 0.4 20.9 40.1 10.4 0.4 0.295
Lifted Loss 35.8 30.4 17.9 30.8 34.8 29.3 17.4 0.374
Focal Loss 36.4 29.9 16.0 30.5 35.7 29.3 15.6 0.371
Range Loss 35.8 30.3 17.6 30.7 34.7 29.4 17.2 0.373
OpenMax - - - - 35.8 30.3 17.6 0.368
FSLwF 40.9 22.1 15.0 28.4 40.8 21.7 14.5 0.347
OLTR 43.2 35.1 18.5 35.6 41.9 33.9 17.4 0.474
IEM 48.9 44.0 24.4 43.2 46.1 42.3 20.1 0.525

LUNA (Ours) 51.8 48.6 26.2 46.6 48.2 44.7 23.6 0.579

Places-LT
(ResNet-152)

Base Model 45.9 22.4 0.4 27.2 45.9 22.4 0.4 0.366
Lifted Loss 41.1 35.4 24 35.2 41.0 35.2 23.8 0.459
Focal Loss 41.1 34.8 22.4 34.6 41.0 34.8 22.3 0.453
Range Loss 41.1 35.4 23.2 35.1 41.0 35.3 23.1 0.457
OpenMax - - - - 41.1 35.4 23.2 0.458
FSLwF 43.9 29.9 29.5 34.9 38.1 19.5 14.8 0.375
OLTR 44.7 37 25.3 35.9 44.6 36.8 25.2 0.464
IEM 46.8 39.2 28.0 39.7 48.8 42.4 28.9 0.486

LUNA (Ours) 48.7 42.4 30.2 42.1 48.1 41.6 29.0 0.491

MS-LT
(ResNet-32)

Base Model 56.1 35.1 8.0 35.7 56.1 35.1 11.4 0.537
Lifted Loss 53.2 42.3 12.6 38.0 53.0 42.2 12.4 0.549
Focal Loss 57.3 44.6 18.5 42.1 57.0 42.8 15.4 0.576
Range Loss 55.8 43.8 15.7 40.5 55.8 43.6 15.6 0.575
OpenMax - - - - 54.2 44.9 12.8 0.564

OLTR 57.8 49.8 28.6 46.8 56.7 45.3 23.6 0.603
LUNA (Ours) 61.2 56.6 34.6 52.0 60.4 51.8 30.4 0.657

Table 2: OLTR performance of top-1 accuracy on the ImageNet-LT, Places-LT, and MS-LT datasets. Best results are marked in
bold. Results on MS-LT with various backbones are discussed in the supplementary material.

rather than inside the clusters. Therefore, wcenter loss sig-
nificantly benefits open-set detection.

Figure 4: t-SNE visualization of the MS-LT dataset. Left: the
original model; right: model with wcenter loss. The classes
of training samples (dots) are marked in different colors. The
testing set (closed) and open set are marked in red and black
crosses, respectively.

Visualize the LUNA components. Figure 5 is the visu-
alization of COF, BOF, sBOF and classification confidence
of each sample in the MS-LT dataset. The COF and BOF
of known classes are usually around 1, meaning they are
close to the neighbors inside the cluster. They also have
large sBOF as they have higher local density than the sec-

Figure 5: Visualization of COF, BOF, sBOF and confidence.
The x-axis is the data point index, which is independent of
each other. They are ordered by the value of BOF to show
the trend. The black dash, y = 1, indicates the location of
the point in the feature space. For example, a sample with
COF near 1 is likely to be a core point of seen classes.

ond boundary group. As for the novel points, the COF and
BOF are smaller than 1 while the sBOF is close to 1, indicat-
ing they are far away from the cluster center like they are in
another cluster. Besides, the network’s outputs of maximum
confidence, which is included in LUNA as well, are high for
known classes and unstable for the novel classes.

LOF and LUNA. To compare the novelty detection of
LOF and LUNA, we use K = 5 for LOF, which is the size of
the minimum cluster. The F-measure of LOF is 0.357 while
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the LUNA is 0.657. The reason is LOF selects a constant
number of neighbors over the whole dataset for each testing
sample, regardless of the clustering size or its potential cat-
egory. LUNA uses variable sizes of neighbors that are adap-
tive to the clusters’ sizes and different regions.

Ablation Study
Effect of wcenter loss. The role of wcenter loss is in two
aspects: (1) re-weighting on the minority classes to benefit
long-tailed recognition; (2) concentrating clusters in the fea-
ture space for outlier detection. Therefore, we compare the
following schemes to show its effectiveness. Denoted λj as
the weight of class j, which is a function of its frequency ñj .

(a) None: λj = 0, which is training without center loss.
(b) Center: λj = 1, which is the vanilla center loss.
(c) Same: λj = 1/ñj , which is the same as the frequency

distribution.
(d) Inverse: λj =

ñj

maxc{ñc} , which is the inverse of the
frequency distribution.

(e) Wcenter: λj =
ñj

maxc{ñc} + 1

The results, as shown in Table 3 are reported on MS-LT
under the open-set setting. The result indicates bias on the
feature domain affects the classification accuracy propor-
tionally. The inverse loss and wcenter loss weight more on
the tails, thus have more gains on the few-shot split. How-
ever, they sacrifice the accuracy on heads. Wcenter loss with
a scaling term preserves the performance on head relatively.
On the other hand, center loss and wcenter loss emphasis the
clustering requirement, resulting in more desirable open-set
detection performance. The result suggests metric learning
is the key to solve open-set recognition problem with long-
tailed training data: it is capable of helping imbalanced clas-
sification and automates feature selection in high dimension
space for open-set recognition.

Weight Many Medium Few Overall F-measure
None 62.4 49.8 29.4 48.8 0.632
Center 60.8 54.2 31.9 50.4 0.651
Same 63.5 55.8 28.4 50.8 0.608

Inverse 57.6 57.0 35.2 50.9 0.614
Wcenter 61.2 56.6 34.6 52.0 0.657

Table 3: Ablation study on weighting schemes on MS-LT.
Many-/medium-/few-shot and overall accuracy are reported
in closed-set; F-measurement is under open-set setting.

Effect of LUNA. LUNA measures the relative density
of the testing sample with respect to the densities of core,
boundary and second boundary in each cluster, as well as the
network confidence. In this section, we show the experimen-
tal results by removing each component in Equation 8. To
simplify, the three components are represented with its most
important metric, i.e., FC ,FB , FsB and θ, respectively. The
open-set performance on MS-LT is shown in Table 4.

The result indicates all the components in LUNA are nec-
essary and effective. The first term evaluates the density re-
garding the core and boundary samples (inliers), which is

shown to separate the majority from the novel samples. Re-
moving it causes misclassification of the many-shot split.
The second term and third term are responsible for separat-
ing the minority classes from the novel ones, as the clusters
of minority classes are not as concentrated as the majorities’,
relaxing the metrics to the second boundary is beneficial.

Existing open-set recognition methods rely on the clas-
sification confidence (or the classifier output logits), which
do not work well on long-tailed dataset as they do in bal-
anced sets. Figure 5 (b) shows that confidence is not always
high for closed-set samples, and it is the least important one
comparing to the FC ,FB and FsB . Utilizing the sample’s
property itself (confidence), and the difference compared to
the nearby acquaintance (trained samples) is more stable and
interpretable.

Component Many Medium Few F-measure
LUNA 60.4 51.8 30.4 0.657

−FC ,FB 54.5 46.8 25.1 0.607
−FsB 57.8 48.2 23.6 0.620
−θ 59.2 48.4 27.4 0.636

Table 4: Ablation study on each component of LUNA.

Sensitivity of the hyper-parameter. We conduct exper-
iments on the potion of each cluster (η) that is selected as
core samples; results are shown in Table 5. As a joint evalu-
ation of the density of multiple well-defined sample groups,
the proposed LUNA is very robust in OLTR task and not
sensitive to the selection of η. From our own test, we would
recommend the η value from 0.2 to 0.5.

η 0.2 0.3 0.4 0.5 0.6 0.8
F-measure 0.654 0.657 0.655 0.648 0.635 0.622

Table 5: Ablation study on the potion of core samples.

Conclusions
In this research, we achieved “killing three birds with one
stone”. By introducing a fine-grained natural OLTR dataset
about ocean fish species, researchers can engage to the real
OLTR challenges in lab. Such a dataset can be a solid sup-
plement to the existing, manually re-sampled OLTR bench-
marks. Secondly, a new wcenter loss is designed to mini-
mize the intra-class distance in the feature space, which pre-
serves classification accuracy while optimizing the cluster-
ing for both the heads and tails. In addition, we propose the
LUNA, which is an effective measure of novelty based on
the relative local density of the learned representation. Our
proposed LUNA significantly outperforms the SOTA OLTR
algorithms in all three datasets.
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