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Abstract

Recently, Transformers have shown promising performance
in various vision tasks. To reduce the quadratic computation
complexity caused by the global self-attention, various meth-
ods constrain the range of attention within a local region to
improve its efficiency. Consequently, their receptive fields in
a single attention layer are not large enough, resulting in in-
sufficient context modeling. To address this issue, we propose
a Pale-Shaped self-Attention (PS-Attention), which performs
self-attention within a pale-shaped region. Compared to the
global self-attention, PS-Attention can reduce the computa-
tion and memory costs significantly. Meanwhile, it can cap-
ture richer contextual information under the similar compu-
tation complexity with previous local self-attention mecha-
nisms. Based on the PS-Attention, we develop a general Vi-
sion Transformer backbone with a hierarchical architecture,
named Pale Transformer, which achieves 83.4%, 84.3%, and
84.9% Top-1 accuracy with the model size of 22M, 48M,
and 85M respectively for 224 × 224 ImageNet-1K classifi-
cation, outperforming the previous Vision Transformer back-
bones. For downstream tasks, our Pale Transformer back-
bone performs better than the recent state-of-the-art CSWin
Transformer by a large margin on ADE20K semantic seg-
mentation and COCO object detection & instance segmen-
tation. The code will be released on https://github.com/BR-
IDL/PaddleViT.

Introduction
Inspired by the success of Transformer (Vaswani et al. 2017)
on a wide range of tasks in natural language processing
(NLP) (McCann et al. 2017; Howard and Ruder 2018), Vi-
sion Transformer (ViT) (Dosovitskiy et al. 2021) first em-
ployed a pure Transformer architecture for image classifi-
cation, which shows the promising performance of Trans-
former architecture for vision tasks. However, the quadratic
complexity of the global self-attention results in expensive
computation costs and memory usage especially for high-
resolution scenarios, making it unaffordable for applications
in various vision tasks.

A typical way to improve the efficiency is to replace the
global self-attention with local ones. A crucial and challeng-
ing issue is how to enhance the modeling capability under
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the local settings. For example, Swin (Liu et al. 2021) and
Shuffle Transformer (Huang et al. 2021) proposed shifted
window and shuffled window, respectively (Figure 1(b)),
and alternately used two different window partitions (i.e.,
regular window and the proposed window) in consecutive
blocks to build cross-window connections. MSG Trans-
former (Fang et al. 2021) manipulated the messenger to-
kens to exchange information across windows. Axial self-
attention (Wang et al. 2020) treated the local attention re-
gion as a single row or column of the feature map (Figure
1(c)). CSWin (Dong et al. 2021) proposed cross-shaped win-
dow self-attention (Figure 1(d)), which can be regarded as a
multiple row and column expansion of axial self-attention.
Although these methods achieve excellent performance and
are even superior to the CNN counterparts, the dependencies
in each self-attention layer are not rich enough for capturing
sufficient contextual information.

In this work, we propose a Pale-Shaped self-Attention
(PS-Attention) to capture richer contextual dependencies
efficiently. Specifically, the input feature maps are first
split into multiple pale-shaped regions spatially. Each pale-
shaped region (abbreviating as pale) is composed of the
same number of interlaced rows and columns of the fea-
ture map. The intervals between adjacent rows or columns
are equal for all the pales. For example, the pink shadow in
Figure 1(e) indicates one of the pales. Then, self-attention
is performed within each pale. For any token, it can directly
interact with other tokens within the same pale, which en-
dows our method with the capacity of capturing richer con-
textual information in a single PS-Attention layer. To fur-
ther improve the efficiency, we develop a more efficient par-
allel implementation of the PS-Attention. Benefit from the
larger receptive fields and stronger context modeling capa-
bility, our PS-Attention shows superiority to the existing lo-
cal self-attention mechanisms illustrated in Figure 1.

Based on the proposed PS-Attention, we design a gen-
eral vision transformer backbone with a hierarchical archi-
tecture, named Pale Transformer. We scale our approach
up to get a series of models, including Pale-T (22M),
Pale-S (48M), and Pale-B (85M), reaching significantly
better performance than previous approaches. Our Pale-T
achieves 83.4% Top-1 classification accuracy on ImageNet-
1k, 50.4% single-scale mIoU on ADE20K (semantic seg-
mentation), 47.4 box mAP (object detection) and 42.7 mask
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(a) Global Self-Attention

Regular Window Shifted Window Shuffled Window Messenger

(b) Window-based Self-Attention

(c) Axial Self-Attention (d) Cross-Shaped (e) Pale-Shaped
Window Self-Attention Self-Attention (ours)

Figure 1: Illustration of different self-attention mechanisms in Transformer backbones. (a) is the standard global self-attention.
(b) Window-based self-attention mechanisms perform attention inside each window, and introduce various strategies to build
cross-window connections. Different colors in (b) represent different windows. In (c), (d), and (e), the input features are first
split into multiple groups, one of which is illustrated by the shadow area, and the self-attention is conducted within each group.
Thus, for a reference token denoted by the red dot, it can interact directly with the tokens covered by the shadow area.

mAP (instance segmentation) on COCO, outperforming the
state-of-the-art backbones by +0.7%, +1.1%, +0.7, and +0.5,
respectively. Furthermore, our largest variant Pale-B is also
superior to the previous methods, achieving 84.9% Top-
1 accuracy on ImageNet-1K, 52.2% single-scale mIoU on
ADE20K, 49.3 box mAP and 44.2 mask mAP on COCO.

Related Work
ViT (Dosovitskiy et al. 2021), which takes the input image
as a sequence of patches, has paved a new way and shown
promising performance for many vision tasks dominated by
CNNs over the years. A line of previous Vision Transformer
backbones mainly focused on the following two aspects to
better adapt to vision tasks: (1) Enhancing the locality of
Vision Transformers. (2) Seeking a better trade-off between
performance and efficiency.

Locally-Enhanced Vision Transformers
Different from CNNs, the inductive bias for local connec-
tions is not involved in the original Transformer, which may
lead to insufficient extraction of local structures, such as
lines, edges, and color conjunctions. Many works are de-
voted to strengthening the local feature extraction of Vision
Transformers. The earliest approach is to replace the single-
scale architecture of ViT with a hierarchical one to obtain
multi-scale features (Wang et al. 2021b). Such design is fol-
lowed by many works afterward (Liu et al. 2021; Huang
et al. 2021; Yang et al. 2021; Dong et al. 2021). Another
way is to combine CNNs and Transformers. Mobile-Former
(Chen et al. 2021b), Conformer (Peng et al. 2021) and DS-
Net (Mao et al. 2021) integrated the CNN and Transformer

features by the well-designed dual-branch structures. In con-
trast, Local ViT (Li et al. 2021b), CvT (Wu et al. 2021a) and
Shuffle Transformer (Huang et al. 2021) only inserted sev-
eral convolutions into some components of Transformer. Be-
sides, some works obtain richer features by fusing the multi-
branch with different scales (Chen, Fan, and Panda 2021)
or cooperating with local attention (Han et al. 2021; Zhang
et al. 2021; Chu et al. 2021a; Li et al. 2021a; Yuan et al.
2021b).

Efficient Vision Transformers
The mainstream research on improving the efficiency for
Vision Transformer backbones has two folds: reducing the
redundant calculations via pruning strategies and designing
more efficient self-attention mechanisms.

Pruning Strategies for Vision Transformers. For prun-
ing, the existing methods can be divided into three cate-
gories: (1) Token Pruning. DVT (Wang et al. 2021d) pro-
posed a cascade Transformer architecture to adaptively ad-
just the number of tokens according to the hardness for clas-
sification of the input image. Considering that tokens with
irrelevant or even confusing information may be detrimen-
tal to image classification, some works proposed to locate
discriminative regions and progressively drop less informa-
tive tokens by learnable sampling (Rao et al. 2021; Yue
et al. 2021) and reinforcement learning (Pan et al. 2021)
strategies. However, such unstructured sparsity results in in-
compatibility with dense prediction tasks. Some structure-
preserving token selection strategies were implemented via
token pooling (Chen et al. 2021a) and a slow-fast updat-
ing (Xu et al. 2021). (2) Channel Pruning. VTP (Zhu et al.
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Figure 2: (a) The overall architecture of our Pale Transformer. (b) The composition of each block. (c) Illustration of parallel
implementation of PS-Attention. For a reference token (red dot), it can directly interact with the tokens within the shadow area.

2021a) presented a simple but effective framework to re-
move the reductant channels. (3) Attention Sharing. Based
on the observation that attention maps from continuous
blocks are highly correlated, PSViT (Chen et al. 2021a) was
proposed to reuse the attention calculation process between
adjacent layers.

Efficient Self-Attention Mechanisms. Considering that
the quadratic computation complexity is caused by self-
attention, many methods are committed to improving its
efficiency while avoiding performance decay (Wang et al.
2021b; Zhu et al. 2021b; Liu et al. 2021; Huang et al. 2021).
One way is to reduce the sequence length of key and value.
PVT (Wang et al. 2021b) proposed a spatial reduction atten-
tion to downsample the scale of key and value before com-
puting attention. Deformable attention (Zhu et al. 2021b)
used a linear layer to select several keys from the full set,
which can be regarded as a sparse version of global self-
attention. However, excessive downsampling will lead to in-
formation confusion, and deformable attention relies heav-
ily on a high-level feature map learned by CNN and may
not be directly used on the original input image. Another
way is to replace the global self-attention with local self-
attention, which limits the range of each self-attention layer
into a local region. As shown in Figure 1(b), the feature maps
are first divided into several non-overlapping square regu-
lar windows (indicated with diverse colors), and the self-
attention is performed within each window individually. The
key challenge for the design of local self-attention mecha-
nisms is to bridge the gap between local and global recep-
tive fields. A typical manner is to build connections across

regular square windows. For example, alternately using reg-
ular window and another newly designed window partition
manner (shifted window (Liu et al. 2021) or shuffled win-
dow (Huang et al. 2021) in Figure 1(b)) in consecutive
blocks, and manipulating messenger tokens to exchange in-
formation across windows (Fang et al. 2021). Besides, axial
self-attention (Wang et al. 2020) achieves longer-range de-
pendencies in horizontal and vertical directions respectively
by performing self-attention in each single row or column
of the feature map. CSWin (Dong et al. 2021) proposed a
cross-shaped window self-attention region including mul-
tiple rows and columns. Although these existing local at-
tention mechanisms can provide opportunities for breaking
through the local receptive fields to some extent, their depen-
dencies are not rich enough to capture sufficient contextual
information in a single self-attention layer, which limits the
modeling capacity of the whole network.

The most related to our work is CSWin (Dong et al. 2021),
which developed a cross-shaped window self-attention
mechanism for computing self-attention in the horizontal
and vertical stripes, while our proposed PS-Attention com-
putes self-attention in the pale-shaped regions. Moreover,
the receptive fields of each token in our method are much
wider than CSWin, which also endows our approach with
stronger context modeling capacity.

Methodology
In this section, we first present our Pale-Shaped self-
Attention (PS-Attention) and its efficient parallel implemen-
tation. Then, the composition of the Pale Transformer block
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is given. Finally, we describe the overall architecture and
variants configurations of our Pale Transformer backbone.

Pale-Shaped self-Attention
For capturing dependencies varied from short-range to
long-range, we propose Pale-Shaped self-Attention (PS-
Attention), which computes self-attention within a pale-
shaped region (abbreviating as pale). As shown in the pink
shadow of Figure 1(e), one pale contains sr interlaced rows
and sc interlaced columns, which covers a region containing
(srw + sch − srsc) tokens. We define (sr, sc) as the pale
size. Given an input feature map X ∈ Rh×w×c, we first
split it into multiple pales {P1, ..., PN} with the same size
(sr, sc), where Pi ∈ R(srw+sch−srsc)×c, i ∈ {1, 2, ..., N}.
The number of pales is equal toN = h

sr
= w

sc
, which can be

ensured by padding or interpolation operation. For all pales,
intervals between adjacent rows or columns are the same.
The self-attention is then performed within each pale indi-
vidually. As illustrated in Figure 1, the receptive field of PS-
Attention is significantly wider and richer than all the previ-
ous local self-attention mechanisms, enabling more power-
ful context modeling capacity.

Efficient Parallel Implementation. To further improve
the efficiency, we decompose the vanilla PS-Attention men-
tioned above into row-wise and column-wise attention,
which perform self-attention within row-wise and column-
wise token groups, respectively. Specifically, as shown in
Figure 2(c), we first divide the input feature X ∈ Rh×w×c

into two independent parts Xr ∈ Rh×w× c
2 and Xc ∈

Rh×w× c
2 in the channel dimension, which are then split into

multiple groups for row-wise and column-wise attention re-
spectively.

Xr = [X1
r , ..., X

Nr
r ], Xc = [X1

c , ..., X
Nc
c ], (1)

where Nr = h/sr, Nc = w/sc, Xi
r ∈ Rsr×w×c contains sr

interlaced rows, and Xj
c ∈ Rh×sc×c contains sc interlaced

columns.
Then, the self-attention is conducted within each row-

wise and column-wise token group, respectively. Similar to
(Wu et al. 2021a), we use three separable convolution layers
φQ, φK , and φV to generate the query, key, and value.

Y i
r = MSA(φQ(X

i
r), φK(Xi

r), φV (X
i
r)),

Y i
c = MSA(φQ(X

i
c), φK(Xi

c), φV (X
i
c)),

(2)

where i ∈ {1, 2, ..., N}, and MSA indicates the Multi-head
Self-Attention (Dosovitskiy et al. 2021).

Finally, the outputs of row-wise and column-wise atten-
tion are concatenated along channel dimension, resulting in
the final output Y ∈ Rh×w×c,

Y = Concat(Yr, Yc), (3)

where Yr = [Y 1
r , ..., Y

Nr
r ] and Yc = [Y 1

c , ..., Y
Nc
c ].

Compared to the vanilla implementation of PS-Attention
within the whole pale, such a parallel mechanism has a lower
computation complexity. Furthermore, the padding opera-
tion only needs to ensure h can be divisible by sr and w
can be divisible by sc, rather than h

sr
= w

sc
. Therefore, it is

also conducive to avoiding excessive padding.

Complexity Analysis. Given the input feature of size h×
w×c and pale size (sr, sc), the standard global self-attention
has a computational complexity of

OGlobal = 4hwc2 + 2c(hw)2, (4)
however, our proposed PS-Attention under the parallel im-
plementation has a computational complexity of
OPale = 4hwc2 + hwc(sch+ srw + 27) << OGlobal, (5)

which can obviously alleviate the computation and memory
burden compared with the global one, since 2hw >> (sch+
srw + 27) always holds. The detailed derivations of Eq. (4)
and Eq. (5) are provided in the supplementary material.

Pale Transformer Block
As shown in Figure 2(b), our Pale Transformer block con-
sists of three sequential parts, the conditional position en-
coding (CPE) for dynamically generating the positional em-
bedding, the proposed PS-Attention module for capturing
contextual information, and the MLP module for feature
projection. The forward pass of the l-th block can be for-
mulated as follows:

X̃ l = X l−1 + CPE(X l−1), (6)

X̂ l = X̃ l + PS-Attention
(

LN(X̃ l)
)
, (7)

X l = X̂ l + MLP
(

LN(X̂ l)
)
, (8)

where LN(·) refers to layer normalization (Ba, Kiros, and
Hinton 2016). The CPE (Chu et al. 2021b) is implemented
as a simple depth-wise convolution, which is widely used
in previous works (Wu et al. 2021b; Chu et al. 2021a) for
its compatibility with an arbitrary size of input. The PS-
Attention module defined in Eq. (7) is constructed by se-
quentially performing Eq. (1) to Eq. (3). The MLP module
defined in Eq. (8) consists of two linear projection layers to
expand and contract the embedding dimension sequentially,
which is the same as (Dosovitskiy et al. 2021) for fair com-
parisons.

Overall Architecture and Variants
As illustrated in Figure 2(a), the Pale Transformer consists
of four hierarchical stages for capturing multi-scale fea-
tures by following the popular design in CNNs (He et al.
2016) and Transformers (Liu et al. 2021; Dong et al. 2021).
Each stage contains a patch merging layer and multiple Pale
Transformer blocks. The patch merging layer aims to spa-
tially downsample the input features by a certain ratio and
expand the channel dimension by twice for a better represen-
tation capacity. For fair comparisons, we use the overlapping
convolution for patch merging, the same as (Wu et al. 2021a;
Dong et al. 2021). Specifically, the spatial downsampling ra-
tio is set to 4 for the first stage and 2 for the last three stages,
implementing by 7 × 7 convolution with stride 4 and 3 × 3
convolution with stride 2, respectively. The outputs of the
patch merging layer are fed into the subsequent Pale Trans-
former blocks, with the number of tokens kept constant. Fol-
lowing (Liu et al. 2021; Dong et al. 2021), we simply apply
an average pooling operation on the top of the last block to
obtain a representative token for the final classification head,
which is composed of a single linear projection layer.
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Stage Layer Pale-T Pale-S Pale-B

1

Patch
Merging

P1 = 4
C1 = 64

P1 = 4
C1 = 96

P1 = 4
C1 = 128

Pale
Block

S1 = 7
H1 = 2
R1 = 4

× 2

S1 = 7
H1 = 2
R1 = 4

× 2

S1 = 7
H1 = 4
R1 = 4

× 2

2

Patch
Merging

P2 = 2
C2 = 128

P2 = 2
C2 = 192

P2 = 2
C2 = 256

Pale
Block

S2 = 7
H2 = 4
R2 = 4

× 2

S2 = 7
H2 = 4
R2 = 4

× 2

S2 = 7
H2 = 8
R2 = 4

× 2

3

Patch
Merging

P3 = 2
C3 = 256

P3 = 2
C3 = 384

P3 = 2
C3 = 512

Pale
Block

S3 = 7
H3 = 8
R3 = 4

× 16

S3 = 7
H3 = 8
R3 = 4

× 16

 S3 = 7
H3 = 16
R3 = 4

× 16

4

Patch
Merging

P4 = 2
C4 = 512

P4 = 2
C4 = 768

P4 = 2
C4 = 1024

Pale
Block

 S4 = 7
H4 = 16
R4 = 4

× 2

 S4 = 7
H4 = 16
R4 = 4

× 2

 S4 = 7
H4 = 32
R4 = 4

× 2

Table 1: Detailed configurations of Pale Transformer Vari-
ants.

Variants. The definitions of model hyper-parameters for
the i-th stage are listed below:
• Pi: the spatial reduction factor for patch merging layer,
• Ci: the embedding dimension of tokens,
• Si: the pale size for the PS-Attention,
• Hi: the head number for the PS-Attention,
• Ri: the expansion ratio for the MLP module.

By varying the hyper-parameters Hi and Ci in each
stage, we design three variants of our Pale Transformer,
named Pale-T (Tiny), Pale-S (Small), and Pale-B (Base), re-
spectively. Table 1 shows the detailed configurations of all
variants. Note that all variants have the same depth with
[2, 2, 16, 2] in four stages. In each stage of these variants,
we set the pale size sr = sc = Si = 7, and use the same
MLP expansion ratio of Ri = 4. Thus, the main differences
among Pale-T, Pale-S, and Pale-B lie in the embedding di-
mension of tokens and the head number for the PS-Attention
in four stages, i.e., variants vary from narrow to wide.

Experiments
We first compare our Pale Transformer with the state-of-the-
art Transformer backbones on ImageNet-1K (Russakovsky
et al. 2015) for image classification. To further demonstrate
the effectiveness and generalization of our backbone, we
conduct experiments on ADE20K (Zhou et al. 2019) for se-
mantic segmentation, and COCO (Lin et al. 2014) for object
detection & instance segmentation. Finally, we dig into the
design of key components of our Pale Transformer to better
understand the method.

Method Params FLOPs Top-1
(%)

RegNetY-4G (Radosavovic et al. 2020) 21M 4.0G 80.0
DeiT-S (Touvron et al. 2021) 22M 4.6G 79.8
PVT-S (Wang et al. 2021b) 25M 3.8G 79.8
T2T-14 (Yuan et al. 2021a) 22M 6.1G 80.7
DPT-S (Chen et al. 2021c) 26M 4.0G 81.0
TNT-S (Han et al. 2021) 24M 5.2G 81.3
Swin-T (Liu et al. 2021) 29M 4.5G 81.3
Twins-SVT-S (Chu et al. 2021a) 24M 2.8G 81.3
CvT-13 (Wu et al. 2021a) 20M 4.5G 81.6
ViL-S (Zhang et al. 2021) 25M 4.9G 82.0
PVTv2-B2 (Wang et al. 2021a) 25M 4.0G 82.0
Focal-T (Yang et al. 2021) 29M 4.9G 82.2
Shuffle-T (Huang et al. 2021) 29M 4.6G 82.5
CSWin-T (Dong et al. 2021) 23M 4.3G 82.7
LV-ViT-S? (Jiang et al. 2021) 26M 6.6G 83.3
Pale-T (ours) 22M 4.2G 83.4
Pale-T? (ours) 22M 4.2G 84.2

RegNetY-8G (Radosavovic et al. 2020) 39M 8.0G 81.7
PVT-M (Wang et al. 2021b) 44M 6.7G 81.2
T2T-19 (Yuan et al. 2021a) 39M 9.8G 81.4
DPT-M (Chen et al. 2021c) 46M 6.9G 81.9
CvT-21 (Wu et al. 2021a) 32M 7.1G 82.5
Swin-S (Liu et al. 2021) 50M 8.7G 83.0
MViT-B-24 (Fan et al. 2021) 54M 10.9G 83.1
Twins-SVT-B (Chu et al. 2021a) 56M 8.3G 83.1
PVTv2-B3 (Wang et al. 2021a) 45M 6.9G 83.2
ViL-M (Zhang et al. 2021) 40M 8.7G 83.3
Focal-S (Yang et al. 2021) 51M 9.1G 83.5
Shuffle-S (Huang et al. 2021) 50M 8.9G 83.5
CSWin-S (Dong et al. 2021) 35M 6.9G 83.6
Refined-ViT-S (Zhou et al. 2021) 25M 7.2G 83.6
VOLO-D1? (Yuan et al. 2021b) 27M 6.8G 84.2
Pale-S (ours) 48M 9.0G 84.3
Pale-S? (ours) 48M 9.0G 85.0

RegNetY-16G (Radosavovic et al. 2020) 84M 16.0G 82.9
ViT-B/16‡ (Dosovitskiy et al. 2021) 86M 55.4G 77.9
PVT-L (Wang et al. 2021b) 61M 9.8G 81.7
DeiT-B (Touvron et al. 2021) 86M 17.5G 81.8
T2T-24 (Yuan et al. 2021a) 64M 15.0G 82.2
TNT-B (Han et al. 2021) 66M 14.1G 82.8
ViL-B (Zhang et al. 2021) 56M 13.4G 83.2
Swin-B (Liu et al. 2021) 88M 15.4G 83.3
Twins-SVT-L (Chu et al. 2021a) 99M 14.8G 83.3
PVTv2-B5 (Wang et al. 2021a) 82M 11.8G 83.8
Focal-B (Yang et al. 2021) 90M 16.0G 83.8
Shuffle-B (Huang et al. 2021) 88M 15.6G 84.0
LV-ViT-M? (Jiang et al. 2021) 56M 16.0G 84.1
CSWin-B (Dong et al. 2021) 78M 15.0G 84.2
Refined-ViT-M (Zhou et al. 2021) 55M 13.5G 84.6
VOLO-D2? (Yuan et al. 2021b) 59M 14.1G 85.2
Pale-B (ours) 85M 15.6G 84.9
Pale-B? (ours) 85M 15.6G 85.8

Table 2: Comparisons of different backbones on ImageNet-
1K validation set. All the approaches are trained and eval-
uated with the size of 224 × 224, except for the ViT-B‡
with size 384×384. The superscript “?” indicates employing
MixToken and token labeling loss (Jiang et al. 2021) during
training.
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Backbone Params FLOPs
Mask R-CNN (1x)

APbox APbox
50 APbox

75 APmask APmask
50 APmask

75

ResNet-50 (He et al. 2016) 44M 260G 38.0 58.6 41.4 34.4 55.1 36.7
PVT-S (Wang et al. 2021b) 44M 245G 40.4 62.9 43.8 37.8 60.1 40.3
ViL-S (Zhang et al. 2021) 45M 174G 41.8 64.1 45.1 38.5 61.1 41.4
Twins-S (Chu et al. 2021a) 44M 228G 42.7 65.6 46.7 39.6 62.5 42.6
DPT-S (Chen et al. 2021c) 46M - 43.1 65.7 47.2 39.9 62.9 43.0
Swin-T (Liu et al. 2021) 48M 264G 43.7 66.6 47.6 39.8 63.3 42.7
RegionViT-S+ (Chen, Panda, and Fan 2021) 51M 183G 44.2 67.3 48.2 40.8 64.1 44.0
Focal-T (Yang et al. 2021) 49M 291G 44.8 67.7 49.2 41.0 64.7 44.2
PVTv2-B2 (Wang et al. 2021a) 45M - 45.3 67.1 49.6 41.2 64.2 44.4
CSWin-T (Dong et al. 2021) 42M 279G 46.7 68.6 51.3 42.2 65.6 45.4
Pale-T (ours) 41M 306G 47.4 69.2 52.3 42.7 66.3 46.2

ResNeXt-101-32 (He et al. 2016) 63M 340G 41.9 62.5 45.9 37.5 59.4 40.2
PVT-M (Wang et al. 2021b) 64M 302G 42.0 64.4 45.6 39.0 61.6 42.1
ViL-M (Zhang et al. 2021) 60M 261G 43.4 65.9 47.0 39.7 62.8 42.1
DPT-M (Chen et al. 2021c) 66M - 43.8 66.2 48.3 40.3 63.1 43.4
Twins-B (Chu et al. 2021a) 76M 340G 45.1 67.0 49.4 41.1 64.1 44.4
RegionViT-B+ (Chen, Panda, and Fan 2021) 93M 307G 45.4 68.4 49.6 41.6 65.2 44.8
PVTv2-B3 (Wang et al. 2021a) 65M - 47.0 68.1 51.7 42.5 65.7 45.7
Focal-S (Yang et al. 2021) 71M 401G 47.4 69.8 51.9 42.8 66.6 46.1
CSWin-S (Dong et al. 2021) 54M 342G 47.9 70.1 52.6 43.2 67.1 46.2
Pale-S (ours) 68M 432G 48.4 70.4 53.2 43.7 67.7 47.1

ResNeXt-101-64 (He et al. 2016) 101M 493G 42.8 63.8 47.3 38.4 60.6 41.3
PVT-L (Wang et al. 2021b) 81M 364G 42.9 65.0 46.6 39.5 61.9 42.5
ViL-B (Zhang et al. 2021) 76M 365G 45.1 67.2 49.3 41.0 64.3 44.2
Twins-L (Chu et al. 2021a) 120M 474G 45.2 67.5 49.4 41.2 64.5 44.5
PVTv2-B4 (Wang et al. 2021a) 82M - 47.5 68.7 52.0 42.7 66.1 46.1
Focal-B (Yang et al. 2021) 110M 533G 47.8 70.2 52.5 43.2 67.3 46.5
CSWin-B (Dong et al. 2021) 97M 526G 48.7 70.4 53.9 43.9 67.8 47.3
Pale-B (ours) 105M 595G 49.3 71.2 54.1 44.2 68.1 47.8

Table 3: Comparisons on COCO val2017 with Mask R-CNN framework and 1x training schedule for object detection and
instance segmentation.

Image Classification on ImageNet-1K
Settings. All the variants are trained from scratch for 300
epochs on 8 V100 GPUs with a total batch size of 1024. Both
the training and evaluation are conducted with the input size
of 224× 224 on ImageNet-1K dataset.

Results. Table 2 compares the performance of our Pale
Transformer with the state-of-the-art CNNs and Vision
Transformer backbones on ImageNet-1K validation set.
Compared to the advanced CNNs, our Pale variants are
+3.4%, +2.6%, and +2.0% better than the well-known Reg-
Net models, respectively, under the similar computation
complexity. Meanwhile, our Pale Transformer variants out-
perform the state-of-the-art Transformer-based backbones,
and is +0.7% higher than the most related CSWin Trans-
former. Note that LV-ViT (Jiang et al. 2021) and VOLO
(Yuan et al. 2021b), using additional MixToken augmenta-
tion and token labeling loss (Jiang et al. 2021) for training,
seem to be on par with our approach. For fair comparisons,
we use these two tricks on our Pale models, labeled by ?

as the superscript. Pale-T? achieves +0.9% gain than LV-
ViT-S? with fewer computation costs. Pale-S? and Pale-B?

achieve 85.0% and 85.8%, outperforming VOLO by +0.8%
and +0.6%, respectively.

Semantic Segmentation on ADE20K
Settings. To demonstrate the superiority of our Pale Trans-
former for dense prediction task (Wu et al. 2021b), we con-
duct experiments on ADE20K with the widely-used Uper-
Net (Xiao et al. 2018) as decoder for fair comparisons to
other backbones. We report both the single-scale (SS) and
multi-scale (MS) mIoU for better comparison.

Results. As shown in Table 4, our Pale variants are consis-
tently superior to the state-of-the-art method by a large mar-
gin. Specifically, our Pale-T and Pale-S outperform the state-
of-the-art CSWin by +1.1% and +1.2% SS mIoU, respec-
tively. Besides, our Pale-B achieves 52.5%/53.0% SS/MS
mIoU, surpassing the previous best by +1.3% and +1.2%,
respectively. These results demonstrate the stronger context
modeling capacity of our Pale Transformer.

Object Detection and Instance Segmentation on
COCO
Settings. We evaluate the performance of our Pale Trans-
former backbone on COCO benchmark for object detection
and instance segmentation, utilizing Mask R-CNN (He et al.
2017) framework under 1x schedule (12 training epochs).
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Backbone Params FLOPs
SS

mIoU
MS

mIoU

DeiT-S (Touvron et al. 2021) 52M 1099G - 44.0
Swin-T (Liu et al. 2021) 60M 945G 44.5 45.8
Focal-T (Yang et al. 2021) 62M 998G 45.8 47.0
Shuffle-T (Huang et al. 2021) 60M 949G 46.6 47.6
CrossFormer-S (Wang et al. 2021c) 62M 980G 47.6 48.4
LV-ViT-S (Jiang et al. 2021) 44M - 47.9 48.6
CSWin-T (Dong et al. 2021) 60M 959G 49.3 50.4
Pale-T (ours) 52M 996G 50.4 51.2
Swin-S (Liu et al. 2021) 81M 1038G 47.6 49.5
Focal-S (Yang et al. 2021) 85M 1130G 48.0 50.0
Shuffle-S (Huang et al. 2021) 81M 1044G 48.4 49.6
VOLO-D1 (Yuan et al. 2021b) - - - 50.5
LV-ViT-M (Jiang et al. 2021) 77M - 49.4 50.6
CrossFormer-B (Wang et al. 2021c) 84M 1090G 49.7 50.6
CSWin-S (Dong et al. 2021) 65M 1027G 50.0 50.8
Pale-S (ours) 80M 1135G 51.2 52.2
Swin-B (Liu et al. 2021) 121M 1188G 48.1 49.7
Shuffle-B (Huang et al. 2021) 121M 1196G 49.0 50.5
Focal-B (Yang et al. 2021) 126M 1354G 49.0 50.5
CrossFormer-L (Wang et al. 2021c) 126M 1258M 50.4 51.4
CSWin-B (Dong et al. 2021) 109M 1222G 50.8 51.7
LV-ViT-L (Jiang et al. 2021) 209M - 50.9 51.8
Pale-B (ours) 119M 1311G 52.2 53.0

Table 4: Comparisons of different backbones with UperNet
as decoder on ADE20K validation set for semantic segmen-
tation. All backbones are pretrained on ImageNet-1K with
the size of 224 × 224. FLOPs are calculated with a resolu-
tion of 512× 2048.

Results. As shown in Table 3, for object detection, our
Pale-T, Pale-S, and Pale-B achieve 47.4, 48.4, and 49.2
box mAP for object detection, surpassing the previous best
CSWin Transformer by +0.7, +0.5, and +0.6, respectively.
Besides, our variants also have consistent improvement on
instance segmentation, which are +0.5, +0.5, and +0.3 mask
mAP higher than the previous best backbone.

Ablation Study
We conduct ablation studies for the key designs of our Pale
Transformer on image classification and downstream tasks.
All the experiments are performed with the Pale-T under the
same training settings as mentioned above.

Effect of Pale Size. The pale sizes of four stages
{S1, S2, S3, S4} control the trade-off between the richness
of contextual information and computation costs. As shown
in Table 5, increasing the pale size (from 1 to 7) can contin-
uously improve performance across all tasks, while further
up to 9 does not bring obvious and consistent improvements
but more FLOPs. Therefore, we use Si = 7, i ∈ {1, 2, 3, 4}
for all the tasks by default.

Comparisons with Different Implementations of PS-
Attention. We compare three implementations of our PS-
Attention. The vanilla PS-Attention directly conducts self-
attention within the whole pale region, which can be approx-
imated as two more efficient implementations, sequential

Pale size
in four stages

ImageNet-1K ADE20K COCO
Top-1 (%) SS mIoU (%) APbox APmask

1 1 1 1 82.4 47.9 46.1 41.5
3 3 3 3 82.9 49.4 46.7 42.3
5 5 5 5 83.1 49.7 46.8 42.4
7 7 7 7 83.4 50.4 47.4 42.7
9 9 9 9 83.3 50.6 47.4 42.6

Table 5: Ablation study for different choices of pale size.
The complete table with parameters and FLOPs can be
found in the supplementary material.

Attention mode
ImageNet-1K ADE20K COCO

Top-1 (%) SS mIoU (%) APbox APmask

Axial 82.4 47.9 46.1 41.5
Cross-Shaped 82.8 49.0 46.6 42.2

Pale (vanilla) 83.4 50.3 47.1 42.3
Pale (sequential) 82.9 49.5 46.9 42.2

Pale (parallel) 83.4 50.4 47.4 42.7

Table 6: Ablation study for different attention modes.

and parallel. The sequential one computes self-attention in
row and column directions alternately in consecutive blocks,
while the parallel one performs row-wise and column-wise
attention in parallel within each block. As shown in Table
6, the parallel PS-Attention achieves the best results on all
tasks, even slightly better than the vanilla one by +0.3/0.4
box/mask mAP on COCO. We attribute this to that the ex-
cessive padding for the non-square input size in vanilla PS-
Attention will result in slight performance degradation.

Comparisons with other Axial-based Attentions. In or-
der to compare our PS-Attention with the most related axial-
based self-attention mechanisms directly, we replace the PS-
Attention of our Pale-T with the axial self-attention (Wang
et al. 2020) and cross-shaped window self-attention (Dong
et al. 2021), respectively. As shown in Table 6, our PS-
Attention outperforms these two mechanisms obviously.

Conclusion
This work presented a new effective and efficient self-
attention mechanism, termed Pale-Shaped self-Attention
(PS-Attention), which performs self-attention in a pale-
shaped region. PS-Attention can model richer contextual
dependencies than the previous local self-attention mech-
anisms. In order to further improve its efficiency, we de-
signed a parallel implementation for PS-Attention, which
decomposes the self-attention within the whole pale into
row-wise and column-wise attention. Based on the proposed
PS-Attention, we developed a general Vision Transformer
backbone, called Pale Transformer, which can achieve state-
of-the-art performance on ImageNet-1K for image classifi-
cation. Furthermore, our Pale Transformer is superior to the
previous Vision Transformer backbones on ADE20K for se-
mantic segmentation, and COCO for object detection & in-
stance segmentation.
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