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Abstract

Computerized Adaptive Testing (CAT) refers to an efficient
and personalized test mode in online education, aiming to
accurately measure student proficiency level on the required
subject/domain. The key component of CAT is the “adaptive”
question selection algorithm, which automatically selects the
best suited question for student based on his/her current es-
timated proficiency, reducing test length. Existing algorithms
rely on some manually designed and pre-fixed informative-
ness/uncertainty metrics of question for selections, which is
labor-intensive and not sufficient for capturing complex rela-
tions between students and questions. In this paper, we pro-
pose a fully adaptive framework named Neural Computerized
Adaptive Testing (NCAT), which formally redefines CAT as a
reinforcement learning problem and directly learns selection
algorithm from real-world data. Specifically, a bilevel opti-
mization is defined and simplified under CAT’s application
scenarios to make the algorithm learnable. Furthermore, to
address the CAT task effectively, we tackle it as an equiva-
lent reinforcement learning problem and propose an attentive
neural policy to model complex non-linear interactions. Ex-
tensive experiments on real-world datasets demonstrate the
effectiveness and robustness of NCAT compared with several
state-of-the-art methods.

Introduction
Computerized Adaptive Testing (CAT) is a novel and
promising testing mode, which provides an efficient way to
accurately measure student ability/proficiency level of a par-
ticular domain (e.g., Mathematics) by providing few ques-
tions. In contrast to traditional paper-and-pencil tests, CAT
has much higher efficiency through tailoring a personalized
test procedure for each examinee (Cheng 2009; Wang et al.
2016). Therefore, it has been widely used in various stan-
dardized tests, e.g., GRE. The “adaptive” in CAT refers to
selecting the best suited question for each student, based on
her current estimated proficiency.

To realizing such adaptability, CAT commonly requires
two core components that work alternately: (1) Cognitive
Diagnosis Model (CDM) and (2) Selection Algorithm.
Figure 1 illustrates a toy example of a typical CAT. At each
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Figure 1: Illustration of a typical CAT procedure.

step of the test (index by t), (1) CDM first estimates a stu-
dent’s current proficiency based on previous responses. The
most famous is item response theory (IRT):

P (ai,j = 1) = σ [αj(θi − βj)] , (1)

where σ[·] is the logistic function and ai,j is student i’s re-
sponse to question j (1 indicates a correct response). Each
question is represented as two pre-calibrated parameters
α, β ∈ R, called discrimination and difficulty respectively
(Embretson and Reise 2013). IRT represents student’s re-
sponses with a latent proficiency θ ∈ R, called ability. Re-
cently, deep learning-based CDM (Wang et al. 2020a) uses
more informative multidimensional vector to represent this
proficiency θ. (2) The selection algorithm then selects the
next question, guided by her current proficiency estimate θ̂ti
from CDM. Most of algorithms are model-specific, which
are specially designed by experts according to the character-
istics of different CDMs. E.g. (Chang 2015) proposed Max-
imum Fisher Information (MFI) specially designed for IRT,
where the question with high-discrimination and whose dif-
ficulty is close to student’s proficiency estimate tends to be
selected (i.e., higher α and β = θ in Eq.(1)).

However, the adaptability in such selection algorithms is
limited in three aspects:
• For students, the selection algorithm’s efficiency heavily

relies on the accuracy of current estimate θ̂. Thus, it lacks
robustness and may cause severe loss of information us-
ing single θ to summarize complex interactions between
student and question (DiBello, Roussos, and Stout 2007).

• For CDM, we have to understand how a specific CDM
works in detail to design the matched selection algo-
rithms (i.e., model-specific). Although many active learn-
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ing methods (Bi et al. 2020) utilize CDM’s output uncer-
tainty to achieve the model-agnostic, different character-
istics in individual CDMs are also ignored.

• For questions, such pre-defined algorithms usually have
individual “preference” in selections (e.g., the questions
with high discrimination are selected with relatively high
frequency using MFI), which inevitably affect exposure
control and decreases test security (Segall 2005).

Rather than hand-designing another sophisticated selec-
tion algorithms, we propose a fully adaptive framework
named Neural Computerized Adaptive Testing (NCAT),
which regards CAT as a reinforcement learning problem and
attempts to learn a neural algorithm from large-scale stu-
dents response data. In our framework, to make the selec-
tion algorithm learnable and directly capture both student
interactions and characteristics of the given CDM, we rede-
fine it as the objective of a bilevel optimization, similar to
the meta-learning method (Ghosh and Lan 2021). Then, in
order to simulate the dynamic interaction in CAT and solve
the optimization effectively, we formally transform it into an
equivalent reinforcement learning problem, further control-
ling question exposure rate. Subsequently, we propose a neu-
ral selection algorithm to model the complex non-linear in-
teractions between students and questions, where two atten-
tive modules are designed: 1) Double-channel Performance
Learning (PL) module separately captures the information
of versatile student performance; 2) Contradiction Learning
(CL) module further identifies and extracts perturbations in
student performance (e.g., guess and slip factors). Finally,
we optimize the algorithm with efficient Q-learning for se-
lecting the next question.

Extensive experiments on three real-world datasets
demonstrate the effectiveness of our NCAT, i.e., measur-
ing student proficiency accurately with the fewest questions.
Furthermore, it is robust even at high noise rate and achieves
exposure control under the CAT settings.

Related Work
Computerized Adaptive Testing. CAT consists of two
components: cognitive diagnosis model (CDM) and selec-
tion algorithm. These two work alternately until the end of
test (according to certain stopping rules) and then output the
student’s proficiency level estimated in the last step, feeding
back to herself or instructors in a visual way to improve fu-
ture learning. The goal of CAT is to accurately measure the
proficiency of students by providing as few questions as pos-
sible (Chang 2015). Therefore, CAT is also a process of pa-
rameter estimation. The selection algorithm is the core com-
ponent of CAT. For a long time, most algorithms were spe-
cially designed for IRT models, such as Maximum Fisher In-
formation (MFI) (Lord 2012), Kullback-Leibler Information
Index (KLI) (Chang and Ying 1996), and their multivari-
ate extensions (Hooker, Finkelman, and Schwartzman 2009;
Rudner 2002). Recently, MAAT (Bi et al. 2020) and BOB-
CAT (Ghosh and Lan 2021) leverage active learning and bi-
level optimization in meta learning respectively to design
algorithms, which show good performance and adaptabil-
ity in deep neural network-based CDM (Wang et al. 2020a).

However, these methods fail to adapt to real CAT scenarios,
e.g., BOBCAT doesn’t consider the complexity in student-
question interactions and is unable to keep exposure balance
in the application.

Reinforcement Learning. Reinforcement learning (RL)
is the training of models to make a sequence of decisions.
To get the model to do what we want, the model gets task-
specific rewards for the actions it performs. The goal of the
RL agent is to learn a policy π: which maximizes the ex-
pected cumulative reward of trajectory. Deep reinforcement
learning, as one of state-of-the-art techniques (Arulkumaran
et al. 2017), has shown superior abilities in many fields,
such as games (Hessel et al. 2018; Rajeswaran, Mordatch,
and Kumar 2020), robotics (Hu et al. 2020; Haarnoja et al.
2018) and recommender systems (Chen et al. 2019; Zhao
et al. 2021). The biggest difficulty in applying RL to CAT is
the definition of reward, facilitating the selection algorithm
to learn from data and adapt to the given CDM. For instance,
although (Nurakhmetov 2019; Li et al. 2020) proposed re-
inforcement learning methods to learn selection algorithm-
s/policies, they can not be verified on real-world dataset.

Neural Computerized Adaptive Testing
Framework

In this section, we first formalize the learnable selection al-
gorithm in NCAT on the perspective of bilevel optimization
and then transform it into an equivalent reinforcement learn-
ing problem to solve it effectively.

Problem Statement For each student, the proficiency
level denoted as θ ∈ Rd and θ0 is her true value (unknown),
where d refers to the dimension of the proficiency level (e.g.,
the number of knowledge concepts to be tested). During the
test, the question q she has already answered is denoted as a
tuple (q, a), where a equals 1 if she answers q correctly and
0 otherwise. Next, we provide the following definitions:

Typical CAT Process. Given the question bank J =
{q1, q2, ..., q|J |}, a complete CAT system includes two com-
ponents: (1) A CDMM, modeling her proficiency by pre-
dicting the probability she answers the question q correctly
(binary classification), denoted as M(q|θ) ∈ [0, 1]; (2) A
question selection algorithm π selects from J based on cur-
rent estimate θ̂ inM. More specifically, at step t ∈ [1, T ],
CAT selects one question qt ∼ π(θ̂t−1) for the student. After
receiving response at,M updates and estimates new profi-
ciency θ̂t. The above process is repeated T steps. T is the
same for all students in fixed-length designs, but not in the
variable-length. The goal of CAT is to let the estimated pro-
ficiency close to θ0 when the test is over, i.e., θ̂T → θ0.

The Learnable Selection Algorithm
Instead of hand-designing the selection algorithm, we de-
fine it as the objective of optimization, which directly learns
from large-scale response data and is applied to novel stu-
dents. Specifically, the learnable selection algorithm is de-
fined under the meta learning settings (Finn, Abbeel, and
Levine 2017; Lee et al. 2019): Let n denote the number of
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students in the response dataset we use to train this algo-
rithm π. The responses of student i is further divided into
support set Dis and query set Diu randomly, where π se-
quentially select a total of t questions {q1, ..., qt} with cor-
responding responses (i.e., Dis) to estimate proficiency, and
utilize it to optimize π on the query set Diu. Following the
bi-level paradigm in meta-learning (Franceschi et al. 2018;
Ghosh and Lan 2021), the selection algorithm π in NCAT is
redefined as the objective of bilevel optimization:

π∗ = argmin
π

1

n

n∑
i=1

T∑
t=1

1

|Diu|
∑

(q,a)∈Diu

l(a,M(q|θ̂ti)), (2)

s.t. θ̂ti = argmin
θi

∑
(q,a)∈Di(t)s

l (a,M (q|θi)), (3)

where Di(t)s = {q1, ai(1), ..., qt, ai(t)} and

qt ∼ π
(
q1, ai(1), ..., qt−1, ai(t−1)

)
.

In the inner-level optimization (Eq.(3)), the support set
Di(t)s for student i is sequentially selected by algorithm π,
according to her previous responses; we then minimize the
binary cross-entropy loss l(·) on Di(t)s to estimate the profi-
ciency θ̂ti for the outer-level. In the outer-level optimization
(Eq.(2)), we minimize the binary cross-entropy loss on the
query set Diu of students to learn target selection algorithm
π given current θ̂ (estimated in the inner-level).

This bilevel optimization exhibits the following desirable
features: (1) The error of proficiency estimation is mainly
caused by the difference in the selected questions, which
further guides the optimization of π. Since the true θ0 is un-
known, we leverage the fit of estimate θ̂ti on query set to
measure such error (Chen, de la Torre, and Zhang 2013) in
outer-level. (2) Because the test may stop at any time/step
according to different stopping rules, we simplify the ob-
jective and sum all the test steps to minimize the loss, and
these solutions are different from the previous bilevel-based
method BOBCAT (Ghosh and Lan 2021). (3) The algo-
rithm π is also model-agnostic. More importantly, it could be
adapted to the given CDMM automatically by optimizing
this problem for efficient selection. Once the question selec-
tion algorithm is learned, it does not need to update during
CAT process and adaptively selects the next one based on
previous responses.

Reinforcement Learning Formulation
In the above formulation, we notice that the selection algo-
rithm π can be learned by solving an optimization. Formally,
the target Eq.(2) can be transferred as:

min
π

1

n

n∑
i=1

T∑
t=1

1

|Diu|
∑

(q,a)∈Diu

l(a,M(q|θ̂ti))

, max
π

Ei∼π

 T∑
t=1

− 1

|Diu|
∑

(q,a)∈Diu

l(a,M(q|θ̂ti))


= max

π
Ei∼π

[
T∑
t=1

−LM(Diu, θ̂ti)

]
, (4)

where LM(·) is the average binary cross-entropy loss on
query set given predictor M. As a result, the bilevel op-
timization is transformed into maximizing the expected
cumulative reward (i.e., −LM(Diu, θ̂ti)) in reinforcement
learning settings.

In details, as a RL problem, 〈S,A, P,R, γ〉 in the MDP
are defined as: (1) State S is a set of states, and st ∈ S is
the available information/responses the CAT has for student
i at step t, i.e., st = {q1, ai(1), ..., qt−1, ai(t−1)}. (2) Action
set A is the question bank J . Each question/action is only
selected at most once per student/trajectory. (3) Transition P
is the transition function with P (st+1|st, qt) being the prob-
ability of seeing state st+1 after taking action qt at st. In
CAT, the uncertainty comes from correction ai(t) of the stu-
dent’s responses at step t. (4) Reward R is the negative loss
of the estimated proficiency of student i on query set at step
t, i.e., rti = −LM(Diu, θ̂ti) derived from Eq.(4). Figure 2(a)
illustrates the overview of our NCAT framework.

In this way, CAT is treated as a decision-making process:
Given student’s previous responses and a specific CDM,
which question is best suited to accurately measure her pro-
ficiency. Actually, the transformation of student’s responses,
proficiency estimate, and decision process of selection algo-
rithm affect and depend on each other, which evolves into a
complicated system. Hence, compared with viewing dynam-
ics of CAT as a whole optimization process, RL framework
could explore more possible “best-fitting” questions for dif-
ferent students in a long-term view. For instance, compared
with the greedy selection based on student’s previous re-
sponses, the combination of sufficient and diverse questions
usually provides a more comprehensive and accurate mea-
surement of student proficiency (Bi et al. 2020; Liu et al.
2019), which will be verified in Experiments.

Attentive Neural Selection Algorithm
Based on the above NCAT framework in reinforcement
learning, we implement the selection algorithm in it with a
hierarchical attentive neural network for modeling complex
interactions between students and questions. In Figure 2(b),
we presented its architecture, which mainly consists of a
double-channel Performance Learning (PL) component, a
Contradiction Learning (CL) component, and a policy layer.
First, PL separately captures the information of versatile stu-
dent performance since correct and incorrect responses for
students are usually imbalanced (i.e., incorrect responses are
usually much fewer than the correct) (Zhou et al. 2021). Sec-
ond, CL identifies and extracts contradictions in student’s
performance, attempting to alleviate the impact of perturba-
tions (i.e., guess and slip factors). Finally, the policy layer
makes the next selection and the well-known Q-learning al-
gorithm is utilized to optimize the policy.

Question Embedding: Given the current state of student
i, st = {q1, ai(1), ..., qt−1, ai(t−1)}, the entire question set
of {qj} are converted into embedding vectors {qj} of di-
mension d by embedding each qj ∈ J in a continuous
space, which is an embedding matrix E ∈ R|J |×d. Because
student’s different responses (correct and incorrect) on the
same question provide different information, each question
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Figure 2: Illustration of our (a) NCAT framework (right), and its (b) hierarchical attentive neural network (middle) which
integrates two main components, i.e., double-channel Performance Learning (PL) and (c) Contradiction Learning (CL).

has separate representations: E1 and E0 are correct and in-
correct embedding matrix respectively.

Double-Channel Performance Learning
To better model student performance (i.e., observation st),
we first use two-channel self-attention blocks to process cor-
rect and incorrect responses independently, as illustrated in
Figure 2(b). Assume that k1 and k0 represent the number of
correct and incorrect responses at step t, respectively. De-
note the questions answered as two embedding matrices,
Ezt = [qz1, qz2, ..., qzkz ]

> with z ∈ {0, 1} (1 denotes the cor-
rect and 0 otherwise). Ezt are input into the self-attention
block, which generally consists of two sub-layers, i.e., a
self-attention layer and a point-wise feed-forward network.
Specifically, the self-attention is defined as:

Szt = Attention(EztWz,c
1 ,EztWz,k

1 ,EztWz,v
1 ),

where the projection matrices Wz,c
1 , Wz,k

1 , Wz,v
1 ∈ Rd×d are

the corresponding learnable parameters. Attention function
is implemented by scaled dot-product operation:

Attention(C,K,V) = softmax

(
CK>√
d

)
V,

where C, K, V represent the queries, keys, and values re-
spectively (Vaswani et al. 2017). 1√

d
is the scaling factor to

avoid large values of the inner product (Zou et al. 2020).
To endow this component with nonlinearity and consider

interactions within different latent dimensions, we apply a
point-wise feed-forward network to Szt . The computation is
defined as:

Fzt = FFN(Szt ) = σ(SztW(1) + b(1))W(2) + b(2),

where σ is the activation function, here, we use ReLU func-
tion; the weight matrices W(1), W(2) are of shape Rd×d and
b(1), b(2) are the bias terms. So {F0

t ,F
1
t} are the output of

this double-channel Performance Learning component.

Contradiction Learning
The complexity of student’s behavior in the CAT is mainly
reflected in guess and slip factors (Vie et al. 2017; Liu et al.
2018; Gao et al. 2021): For example, when faced with a
multiple-choice question with 4 options, even if the student
doesn’t master it, there is a 25% chance of answering it cor-
rectly (i.e., guess factor); When faced with a simple one,
there may be a small chance (e.g., 5%) to answer it wrong
(i.e., slip factor). In order to achieve the ultimate goal of
CAT, i.e., measuring the true proficiency level of student,
the selection algorithm should identify and eliminate these
perturbations in her performance for better selection.

When the guess or slip factors occur, there may be some
contradictions between the correct and incorrect responses.
For example, the student answer a Multiplication question
(harder) correctly, but answer an Addition question (simpler)
wrong. So the possible contradiction is: Multiplication may
be guessed or slip factor in Addition, or both. We design a
novel dual-attention operation to capture the contradiction
between correct and incorrect responses:

αij =
W0,c

2 q0
i · (W

1,k
2 q1

j )
>

√
d

, (5)

where αij is the contradiction score of question q0
i and q1

j ,
weight matrices W0,c

2 , W1,k
2 are of shape Rd×d. All αij

form the score matrix A ∈ Rk0×k1 . Next, the contradiction
scores A are normalized by softmax function from row and
column dimension respectively: α̃0

ij =
exp(αij)∑k1
j=1 exp(αij)

and

α̃1
ij =

exp(αij)∑k0
i=1 exp(αij)

form Ã0, Ã1 ∈ Rk0×k1 respectively.

To further extract the information of question pairs with
contradiction, we use the generated matrices F1

t and F0
t in

Performance Learning (i.e., V1 and V2 in Figure 2(c)) to do
dual-attention and feed-forward operations with scores ma-

4737



trices Ã0, Ã1, respectively.

F10
t = FFN(Ã0F1

t ), F01
t = FFN(Ã

>
1 F0

t ),

where F10
t ∈ Rk0×d and F01

t ∈ Rk1×d are contradictory fea-
ture matrices of questions in the two channels respectively.

Policy Layer
Finally, the selection algorithm predicts the next selection’s
score based on the four matrices {F0

t ,F
1
t ,F

01
t ,F

10
t }, after

multiple attention blocks that adaptively extract informa-
tion of previously responses. In view of the hypothesis:
the student’s proficiency is unchanged during the CAT pro-
cess (Wainer et al. 2000). Thus the order of each response
is not important and we use average-pooling for each ma-
trix; concatenate them into a vector ut ∈ R4d. The ap-
proximate action-value function, denoted by Qπ(st, ·) =[
Qπ(st, q1), ..., Qπ(st, q|J |)

]
, can be represented using a

feed-forward layer

Qπ(st, ·) = σ(utW(1) + b(1))W(2) + b(2),

where W(1) ∈ R4d×d, W(2) ∈ Rd×|J | are weight matrices
and b(1) ∈ Rd and b(2) ∈ R|J | are the bias terms. Once we
have Qπ(st, ·), the optimal learning policy becomes readily
available, which is π∗(st) = argmaxq∈J Qπ(st, q).

Question Selection. Since the test length of CAT is
generally short, using the deterministic strategy (i.e.,
argmaxq Qπ(st, q) will limit the variety of the selected
questions. It will inevitably affect exposure control and test
security will be compromised (Segall 2005). For example,
when the test length is 10 and both the candidate questions
and the first selected one are the same for all students, there
will only be 210 − 1 = 1023 different questions at most to-
tally in all tests due to the binary response. Therefore, given
the current state (i.e., previous responses), the probability of
selecting question q is proportional to its Q-value:

P (q|st) =
eQπ(st,q)/ν∑
q∈J e

Qπ(st,q)/ν
, (6)

where ν is a temperature parameter that is slowly reduced
during the test process for greedier selection towards the
end. By introducing randomness at the beginning of the test,
the selected questions and test paths could be enriched due
to different start points. As test progresses, the certainty of
the selection continues to increase. When ν → 0, Eq.(6) is
equivalent to argmaxQπ . Obviously, full randomization is
the simplest method of exposure control which results in the
same exposure rate. However, it conflicts with the idea of
selecting “best fitting” questions to accelerate the measure-
ment process. The balance between measurement accuracy
and exposure rate will be further studied in Ablation Study.

Policy Learning
We use Q-Learning (Mnih et al. 2013) to learn the pol-
icy π (i.e., all parameters in the above network). To obtain
a good approximate action-value function, the state-action
space needs to be sufficiently explored (Li et al. 2020). The

so-called ε-greedy exploration is adopted in the deep Q-
learning algorithm. Specifically, in the t-th step, a random
action is selected with probability ε, and a greedy action qt
is chosen with probability 1 − ε. The selection algorithm
π (parameterized by φ) can be trained by minimizing the
mean-squared loss function, defined as follows:

L(φ) = E(st,qt,ri(t),st+1)∼B
[
(yt −Qπ(st, qt))2

]
,

yt = ri(st, qt) + γ max
qt+1∈J

Qπ(st+1, qt+1),

where γ is the discount factor and yt is the target value based
on optimal Bellman Equation (Sutton and Barto 2018). B =
{(st, qt, ri(t), st+1)} is a large replay buffer storing the past
experience, where samples are taken in mini-batch training.
By differentiating the loss function w.r.t. π, the gradient is:

∇φL(φ) = E [(yt −Qπ(st, qt))∇φQπ(st, qt)] .

Experiments
In this section, we conduct extensive experiments on three
real-world datasets to evaluate the effectiveness of NCAT.
We mainly focus on answering the following research ques-
tions: (RQ1) How can NCAT outperform existing question
selection algorithms under the CAT setting? (RQ2) What
kind of question will be selected by NCAT? (RQ3) If NCAT
well captures the complex relationship between students and
questions? (RQ4) What’s the influence of various compo-
nents in NCAT?

Experimental Settings
Datasets. We use three real-world educational datasets,
namely ASSIST, EXAM, and NIPS-EDU. ASSIST (Pardos
et al. 2013) is collected from an online tutoring system AS-
SISTments and records students’ practice logs on mathemat-
ics and knowledge concepts related to the questions. EXAM
was collected from an online educational system that pro-
vides homework, examinations, and evaluation for students.
It collected records of junior high school students on math-
ematical exercises. NIPS-EDU (Wang et al. 2020b) refers
to the dataset in NeurIPS 2020 Education Challenge. It is
collected from students’ answers to questions from Eedi
(an educational platform), and the datasets can be found in
https://github.com/bigdata-ustc/EduData.

Data Partition and Evaluation Methods. We perform 5-
fold cross validation for all datasets; for each fold, we use
60%-20%-20% students for training1, validation, and test-
ing respectively. Furthermore, we partition the questions re-
sponded to by each student into the support set (Dis 70%)
and query set (Diu, 30%). These partitions are also gen-
erated randomly in each training epoch to prevent overfit-
ting. In the testing, 1) we utilize different methods to select
questions in Ji; 2) CDM updates estimation with the cor-
responding responses; 3) evaluate CDM’s performance on
predicting binary-valued student responses on the query set
Diu. Therefore, we use both accuracy (ACC) and Area Under

1The traditional pre-defined selection algorithms (e.g., MFI)
have no training process.
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Dataset ASSIST NIPS-EDU EXAM
CDM IRT NCDM IRT NCDM IRT NCDM
Metric ACC ACC ACC
Step 5 10 20 5 10 20 5 10 20 5 10 20 5 10 20 5 10 20

RAND 0.720 0.717 0.724 0.704 0.710 0.721 0.629 0.658 0.687 0.621 0.663 0.692 0.721 0.754 0.810 0.723 0.762 0.814
MFI 0.722 0.730 0.741 – – – 0.646 0.676 0.706 – – – 0.750 0.775 0.838 – – –
KLI 0.723 0.730 0.742 – – – 0.646 0.672 0.702 – – – 0.756 0.784 0.843 – – –

MAAT 0.723 0.729 0.742 0.727 0.731 0.749 0.648 0.674 0.713 0.643 0.681 0.718 0.759 0.797 0.845 0.762 0.800 0.846
BOBCAT 0.726 0.733 0.749 0.730 0.741 0.749 0.656 0.681 0.723 0.663 0.695 0.724 0.766 0.799 0.844 0.771 0.810 0.844

NCAT 0.733 0.748 0.756 0.735 0.754 0.756 0.661 0.703 0.732 0.674 0.716 0.733 0.781 0.817 0.852 0.784 0.824 0.855
Metric AUC AUC AUC
Step 5 10 20 5 10 20 5 10 20 5 10 20 5 10 20 5 10 20

RAND 0.688 0.698 0.710 0.689 0.697 0.719 0.655 0.687 0.723 0.659 0.699 0.726 0.671 0.692 0.768 0.679 0.702 0.779
MFI 0.699 0.710 0.730 – – – 0.673 0.707 0.746 – – – 0.695 0.719 0.783 – – –
KLI 0.700 0.710 0.732 – – – 0.671 0.703 0.739 – – – 0.706 0.729 0.787 – – –

MAAT 0.711 0.712 0.735 0.714 0.721 0.744 0.673 0.703 0.748 0.671 0.714 0.747 0.701 0.735 0.791 0.702 0.738 0.798
BOBCAT 0.716 0.720 0.742 0.718 0.736 0.746 0.684 0.710 0.757 0.691 0.720 0.762 0.707 0.737 0.791 0.711 0.742 0.792

NCAT 0.719 0.732 0.755 0.721 0.739 0.752 0.689 0.731 0.760 0.704 0.739 0.766 0.712 0.749 0.802 0.713 0.759 0.815

Table 1: The performance of different methods on Student Performance Prediction task with ACC and AUC metrics. The
boldfaced indicates the statistically significant improvements (i.e., two-sided t-test with p < 0.01) over the best baseline.

ROC (AUC) as metrics to evaluate the performance of dif-
ferent selection algorithms. All methods are developed and
trained on a Tesla K20m GPU.

Compared Methods. The selection algorithm in CAT
needs to rely on Cognitive Diagnosis Model (CDM) as men-
tioned above. Our experiment mainly involves two clas-
sic CDM: Traditional item response theory IRT (Embret-
son and Reise 2013) and recently proposed deep learning
models (e.g., NCDM (Wang et al. 2020a)). The codes of
different CDM are available at https://github.com/bigdata-
ustc/EduCDM. We compare NCAT with the following se-
lection algorithms:

• MFI (Lord 2012): It is one of the most widely used selec-
tion strategies which selects the one with the maximum
Fisher information. This method only depends on IRT.

• KLI (Chang and Ying 1996): It uses Kullback-Leibler
information to measure the divergence between two con-
secutive posteriors of proficiency. It also depends on IRT.

• BOBCAT (Ghosh and Lan 2021): It’s the first bilevel op-
timization framework, which adopts an approximate gra-
dient estimate method, for CAT to learn a data-driven se-
lection algorithm. It is agnostic to the underlying CDM.

• MAAT (Bi et al. 2020): It proposes an active learning-
based method, which measures questions’ informative-
ness by calculating Expected Model Change (EMC)
caused by each question. It is also agnostic to the un-
derlying CDM.

• RAND: The random selection strategy is a benchmark to
quantify the improvement of other methods.
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Figure 3: Diversity Comparison with Coverage Metric. The
left is the result on IRT, and the right is on NCDM.

Parameter Setting.2 As 20 is sufficient for a typical test,
we set the max length T = 20. All the parameters about
questions in CDM (such as the difficulty and discrimination
in IRT) will be estimated in advance using the training set as
the ground-truth like (Chen, de la Torre, and Zhang 2013).
We report the result of each method with its optimal hyper-
parameter settings on validation set. We set the embedding
size d = 128 and the learning rate in RL algorithm to 0.001.
The temperature parameter ν in Eq.(6) is set to 2−0.1t which
is slowly reduced during test. The capacity of the replay
buffer for Q-learning is set to 10000 in experiments. The
exploration factor ε decays from 1 to 0 during training.

Performance Comparison (RQ1)
In order to verify the efficiency of the selection algorithm,
Student Performance Prediction task is generally used in

2The code is available at https://github.com/bigdata-ustc/NCAT
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Figure 4: (a) shows the visualization of contradiction score matrix in student’s performance and the questions’ information. (b)
shows MSE comparison with guess and slip factors as test step increases on EXAM dataset.

CAT. Table 1 reports the mean accuracy and AUC metric
on query sets of different methods after t-th step of selec-
tion, and we show the results at step 5, 10, and 20 of tests.
The results are quite consistent with our intuition. We have
the following observations:

(1) We can see that NCAT achieves the best performance
on the accuracy and AUC over three benchmark datasets
and all steps, significantly outperforming the state-of-the-art
methods. It means that our proposed method can capture stu-
dents’ response patterns quickly to select best-fitting ques-
tions for them, and adapt this strategy to new students.

(2) Both NCAT and BOBCAT significantly outperform
other pre-fixed selection algorithms (e.g., MAAT). This
shows that learning the selection algorithm from data ex-
plicitly could improve the efficiency of CAT. Compared
with BOBCAT, NCAT framework in reinforcement learn-
ing could improve the efficiency in selection utilizing our
proposed attention mechanism.

Coverage of Knowledge Concept (RQ2)
To gain a better insight into NCAT, we take a close look
at the characteristics of questions selected by the algorithm.
We measure the concept coverage of different algorithms,
i.e., the proportion of knowledge concepts (e.g., Algebra
and Geometry in mathematics) covered in their selected
questions at each test step (Bi et al. 2020). Specifically, let
K = {k1, k2, ..., k|K|} be the set of knowledge concepts
related to all questions. At step t, if the question related to
knowledge concept k is among all the selected questions Jt,
it can be denoted as k ∈ Jt. The concept converge metric is

Cov(π) =
1

|K|
∑
k∈K

1[k ∈ Jt].

In Figure 3, in NCAT, the coverage grows relatively fast dur-
ing the test and approaches the limit of 1. Intuitively, maxi-
mizing the concept coverage in selected questions make the
measurement and diagnosis of students more comprehen-
sive. The results verify that exploring in RL framework and
increasing the concept diversity in selection enhance the ac-
curacy of CAT, which is exactly what NCAT attempts to do.

Complex Exercising Interactions (RQ3)

Contradiction in Responses. To further illustrate the
learning of contradiction in student’s performance, we vi-
sualize the intermediate results of the contradiction score A
in Eq.(5). Figure 4(a) illustrates a student’s 7 responses be-
fore the next selection (4 correct and 3 incorrect) on EXAM
dataset. We also display corresponding information about
these questions, including their index, difficulty (estimated
by IRT), and related knowledge concepts. The contradic-
tion score between q2335 (correct) and q2348 (incorrect) is
higher than other pairs and the correct is more difficult than
the incorrect. This reveals that there may be a guess factor in
q2335 or slip factor in q2348 or both. Meanwhile, although
q2335 and q4804 have a similar difficulty comparison to the
above, the score is much lower. That is intuitive that the rel-
evance of knowledge concepts between them is lower than
that between q2335 and q2348, thus ignoring their contra-
diction. These observations imply that our proposed NCAT
provides a good way to capture the complex relationship be-
tween questions and students for better selections.

Proficiency Estimation with Guess and Slip. The ulti-
mate goal of CAT is to estimate the student’s proficiency
θ. Since the true θ0 is unknown, in addition to the Predic-
tion task in RQ1, we also adopt simulation study: Construct-
ing students’ proficiency θ0 artificially and generate corre-
sponding responses, which are used for proficiency estima-
tion (Linden, van der Linden, and Glas 2000). So we evalu-
ate it using mean squared error (MSE) over all constructed
students, i.e., E‖θ̂ − θ0‖. In order to simulate real testing
scenarios and verify the robustness of NCAT under guess
and slip factors: when the generated response is 0, there is
a 25% probability of being changed to 1 (i.e., guess factor);
when the response is 1, there is a 5% probability of being
changed to 0 (i.e., slip factor). We show the MSE of EXAM
in Figure 4(b). We conduct this with simple IRT and utilize
the proficiency parameters learned on the whole datasets as
the ground truth, instead of generating them. We can see that
even in the presence of multiple perturbations, NCAT frame-
work also performs well on MSE metric, further confirming
its high accuracy and robustness in proficiency estimation.
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Architecture ASSIST NIPS-EDU EXAM

Default 0.7562 0.7321 0.8516
NCAT-C 0.7415↓ 0.7059↓ 0.8351↓
NCAT-P 0.7508↓ 0.7235↓ 0.8417↓
ν → 0 0.7586↑ 0.7329↑ 0.8530↑

Table 2: Ablation analysis (Accuracy T@20) on three
datasets in IRT. ‘↑’ and ‘↓’ indicate performance increase
and drop respectively, compared with default version.

Method MFI MAAT BOBCAT NCAT NCAT(ν → 0)

Exposure(%) 14.4 13.9 16.3 5.2 15.1

Table 3: Question exposure rate (mean) for different meth-
ods using simulation study (using ASSIST dataset). The de-
fault NCAT is boldfaced and ν = 2−0.1t.

Ablation Study (RQ4)
Since there are many components in our framework, we an-
alyze their impacts via an ablation study. Table 2 shows the
performance of our default method and its 3 variants on three
datasets. We introduce the variants and analyze their effect:

(1) NCAT-C and NCAT-P: They are the variants of
NCAT that only use Contradiction Learning and Perfor-
mance Learning module respectively. NCAT-C only cap-
tures the contradiction in student’s observed performance
but prohibits the matrix generated by Performance Learning,
which significantly reduces its accuracy. NCAT-P performs
worse than the default because it ignores the perturbations in
student’s performance (i.e. guess and slip factors). This en-
ables us to safely draw the conclusion that it is advisable to
model the complex interactions between students and ques-
tions considering the contradiction aspects.

(2) ν → 0: ν → 0 means that the policy is deterministic
which selects the question with the largest Q-value. In other
words, measurement accuracy is taken into account, but ex-
posure rate is not. Not surprisingly, although its results are
slightly better than the default setting, NCAT achieves a bal-
ance between accuracy and exposure control combined with
the results in Table 3. The overall low exposure rate can ef-
fectively ensure the safety and fairness of test.

Conclusions
In this paper, we proposed a fully adaptive CAT framework
called NCAT which provides a general way to learn the se-
lection algorithm from real-world data for online education.
Specifically, in order to conquer the limitations in manual-
designed selection algorithms, NCAT is recast and solved
in effective reinforcement learning settings. Furthermore, an
attentive neural selection algorithm was proposed as the im-
plementation to model complex non-linear interactions in
tests. Extensive experiments demonstrated that NCAT can
successfully capture complex relationships between students
and questions (e.g., guess and slip factors), and measure stu-
dents’ proficiency accurately, reducing test length.
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