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Abstract
Online learning to rank (OLTR) interactively learns to choose
lists of items from a large collection based on certain click
models that describe users’ click behaviors. Most recent
works for this problem focus on the stochastic environment
where the item attractiveness is assumed to be invariant dur-
ing the learning process. In many real-world scenarios, how-
ever, the environment could be dynamic or even arbitrar-
ily changing. This work studies the OLTR problem in both
stochastic and adversarial environments under the position-
based model (PBM). We propose a method based on the
follow-the-regularized-leader (FTRL) framework with Tsal-
lis entropy and develop a new self-bounding constraint es-
pecially designed for PBM. We prove the proposed algorithm
simultaneously achieves O(log T ) regret in the stochastic en-
vironment and O(m

√
nT ) regret in the adversarial environ-

ment, where T is the number of rounds, n is the number of
items and m is the number of positions. We also provide a
lower bound of order Ω(m

√
nT ) for adversarial PBM, which

matches our upper bound and improves over the state-of-the-
art lower bound. The experiments show that our algorithm
could simultaneously learn in both stochastic and adversarial
environments and is competitive compared to existing meth-
ods that are designed for a single environment.

Introduction
Learning to rank is widely used in online web search and
recommender systems which selects a small group of items
to present in a limited number of positions after a user starts
a search session (Liu et al. 2009). Online learning to rank
(OLTR) is to learn the best ranking policy through user inter-
actions and aims to maximize user satisfaction, e.g. the num-
ber of user clicks, during the learning period. To understand
the click signals received from users on given ranked lists of
items, many click models are introduced and studied (Chuk-
lin, Markov, and Rijke 2015). One of the most popular click
models adopted in the industry is the position-based model
(PBM) (Richardson, Dominowska, and Ragno 2007) due to
its simplicity and effectiveness to characterize the click rate
as a product of item attractiveness and position bias. PBM
is studied in OLTR setting with theoretical analysis on re-
gret (Lagrée, Vernade, and Cappé 2016; Komiyama, Honda,
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and Takeda 2017), which is in expectation the difference of
the received clicks from the clicks of the best policy. Some
other works in OLTR study the cascade model (Kveton et al.
2015a; Li et al. 2016; Zong et al. 2016) and general click
model (Zoghi et al. 2017; Lattimore et al. 2018; Li, Latti-
more, and Szepesvári 2019).

Most existing works in OLTR focus on the stochastic en-
vironment where the item attractiveness and position exam-
ination probabilities, if any, are assumed to be fixed through
the learning process. However, this usually is a strong as-
sumption in real applications where the item attractiveness
could change dynamically, like the clothes interest of users
might periodically change across seasons. The algorithms
designed in the stochastic environment might fail to con-
verge if the stochastic assumptions do not hold. This mo-
tivates the study of adversarial environment where the in-
volved samples are arbitrary on a bounded domain. Usually
the regret guarantee of algorithms designed under adversar-
ial environment can only be O(

√
T ), even in the stochastic

environment whose best algorithm can achieve a much bet-
ter regret of O(log(T )). It is an interesting topic in online
learning if there is an algorithm that can achieve O(

√
T )

regret if run in the adversarial environment and O(log(T ))
regret if run in the stochastic environment. This problem
is also called best-of-both-worlds (BOBW). Some works
study this problem in classical multi-armed bandit prob-
lem (MAB) (Bubeck and Slivkins 2012; Seldin and Slivkins
2014; Auer and Chiang 2016; Seldin and Lugosi 2017; Wei
and Luo 2018; Zimmert and Seldin 2019) and combinato-
rial MAB (CMAB) with semi-bandit feedback (Zimmert,
Luo, and Wei 2019). It is an open question if we can design
BOBW algorithms in OLTR whose adversarial formulation
needs to be well deliberated first. In this work we hope to
answer this question under the commonly adopted PBM.

We propose an algorithm for OLTR under PBM based
on the follow-the-regularized-leader (FTRL) framework to
simultaneously learn in stochastic and adversarial environ-
ments. Though OLTR under PBM can be formulated as a
special case of CMAB by regarding the pair of an item and
a position as a base arm, the direct application of existing
studies does not hold. One of the main challenges is that the
commonly defined suboptimality gap could be negative in
the PBM setting, making it impossible to follow the existing
self-bounding technique in (Zimmert, Luo, and Wei 2019;
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Zimmert and Seldin 2019; Wei and Luo 2018). For this, we
deliberately design a suboptimality gap, which is non-trival
and quite different from the commonly defined suboptimal-
ity gap. We also build a new form of self-bounding con-
straint for PBM based on the property of the proposed sub-
optimality gap. Also, the structure of PBM could have Tsal-
lis entropy as the potential function and the corresponding
regularized leader can be computed efficiently, compared
with the hybrid regularizer in the previous work (Zimmert,
Luo, and Wei 2019). We prove our algorithm could achieve
O(log T ) regret in the stochastic environment and O(

√
T )

regret in the adversarial environment, verifying its simulta-
neous learning ability in both environments.

Furthermore, we provide a regret lower bound Ω(m
√
nT )

for OLTR under PBM. This improves the state-of-the-art
lower bound Ω(

√
mnT ) (Lattimore et al. 2018) which is an-

alyzed under document-based model, a special case of PBM.
Our lower bound matches our upper bound, showing the op-
timality of both. Table 1 shows a full comparison of our
work with most related works.

The experiments show that our algorithm outperforms
the baselines in adversarial environments while is com-
petitive with TopRank (Lattimore et al. 2018) and PMED
(Komiyama, Honda, and Takeda 2017) in stochastic envi-
ronments. The results show the simultaneous learning ability
of our algorithm in both environments.

Related Work The study of OLTR under PBM has re-
ceived many interests. For the stochastic environment,
Lagrée, Vernade, and Cappé (2016) studies PBM but as-
sumes the position examination probabilities are known or
could be pre-computed from historical data. This assump-
tion is a bit unrealistic and does not account for possible
drift of position bias. Komiyama, Honda, and Takeda (2017)
remove this requirement but only provides an asymptotic
regret bound. With rank-1 structure, PBM with unknown
position bias can also be solved using methods in rank-1
bandits (Katariya et al. 2017) though their setting is origi-
nally designed to select one item each round. Some works
study a general class of click models with PBM as a special
case (Zoghi et al. 2017; Lattimore et al. 2018; Li, Lattimore,
and Szepesvári 2019). They distill a set of assumptions that
are satisfied by common click models including the cascade
model and PBM. The algorithms designed on this general
click model are more robust than that on PBM. All the above
algorithms study only the stochastic environment and might
be brittle when the stochastic assumption is violated.

For the adversarial environment, PBM is first studied by
Kale, Reyzin, and Schapire (2010) as an ordered slate model.
They solve it by a variant of multiplicative-weights algo-
rithm and prove a regret upper bound O(m

√
n log(n)T ),

O(
√
log(n)) worse than ours. Bubeck and Cesa-Bianchi

(2012) show that OSMD with a 0-potential function can
achieve O(m

√
nT ) regret, but their method need to know

the time horizon. Radlinski, Kleinberg, and Joachims (2008)
study a ranked bandit problem using the greedy idea to
select items one-by-one, which can only give approxima-
tion guarantees. It is extended to metric space by consider-

ing item contexts (Slivkins, Radlinski, and Gollapudi 2013).
Other studies include online optimization over the permu-
tahedron (Ailon 2014; Ailon, Hatano, and Takimoto 2016),
which corresponds to PBM with m = n and PBM with full-
information feedback (Cohen and Hazan 2015).

The model of OLTR under PBM can be regarded as a
special case of combinatorial semi-bandits (Gai, Krishna-
machari, and Jain 2012; Chen, Wang, and Yuan 2013; Kve-
ton et al. 2015b; Combes et al. 2015; Combes, Magure-
anu, and Proutiere 2017; Zimmert, Luo, and Wei 2019; Neu
and Bartók 2013; Neu 2015; Audibert, Bubeck, and Lugosi
2014) with specific combinatorial constraints. Most existing
works study either stochastic or adversarial environment.

For the BOBW algorithms, many study this topic for
MAB (Bubeck and Slivkins 2012; Seldin and Slivkins 2014;
Auer and Chiang 2016; Seldin and Lugosi 2017; Wei and
Luo 2018) where Zimmert and Seldin (2019) show that
FTRL with 1

2 -Tsallis entropy can achieve optimal regret
bounds for both stochastic and adversarial environments.
Zimmert, Luo, and Wei (2019) study combinatorial semi-
bandits by a novel hybrid regularizer but only show the op-
timality in two special cases for the stochastic environment,
full combinatorial set and m-set. Other BOBW works in-
clude prediction with expert advice (Koolen, Grünwald, and
van Erven 2016; Mourtada and Gaı̈ffas 2019), linear bandits
(Lee et al. 2021), online convex optimization (Cutkosky and
Boahen 2017) and Markov decision process (Jin and Luo
2020). Our work focuses on the BOBW under PBM.

Setting
This section introduces both stochastic and adversarial envi-
ronments of OLTR under PBM.

Suppose there are n items with item set [n] =
{1, 2, . . . , n} and m positions (m ≤ n). In each round t,
the learner selects an ordered list It = (it,1, it,2, . . . , it,m)
consisting of m distinct items, where it,j denotes the item
placed at position j in round t. Note that this problem can be
formulated as a special case of combinatorial semi-bandits
and the action list It can be written as a subpermutation ma-
trix Xt ∈ X where

X =

{
X ∈ {0, 1}n×m

∣∣∣∣∣
n∑

i=1

Xi,j = 1, ∀j ∈ [m];

m∑
j=1

Xi,j ≤ 1, ∀i ∈ [n]


is the action set and Xi,j denotes whether to put item i on
position j.

Lattimore and Szepesvári (2020) introduce the adversar-
ial setting of PBM as follows. For each round t and po-
sition k ∈ [m], the environment secretly chooses St,k as
subset of [n]. The reward of round t is defined as rt =∑m

k=1 1 {it,k ∈ St,k} where It is the selected action list at
time t. The feedback is the positions of the clicked items.
Notice that this model can be reformulated as a combina-
torial semi-bandit problem. At round t, the environment se-
cretly chooses all loss matrices ℓt ∈ {0, 1}n×m for any t
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Regret Bound
(Stochastic)

Regret Bound
(Adversarial)

Original Model

Kale, Reyzin, and Schapire (2010) - O
(
m
√

nT log(n)
)

Bandits for Ordered
Slates

Bubeck and Cesa-Bianchi (2012) - O
(
m
√
nT

)
CMAB with semi-
bandit feedback

Lagrée, Vernade, and Cappé (2016) O

(
n

βm∆
log(T )

)
- PBM with known posi-

tion bias

Zoghi et al. (2017) O

(
m3n

∆
log(T )

)
- General Click Model

Lattimore et al. (2018) O
(mn

∆
log(T )

)
O
(√

m3nT log(T )
)

Ω
(√

mnT
)

Ω
(√

mnT
)

General Click Model

Li, Lattimore, and Szepesvári
(2019)

O
(
m
√

nT log(nT )
)

- General Click Model
with Linear Features

Zimmert, Luo, and Wei (2019) O

(
m2n

∆β∆
log(T )

)
O
(
m
√
nT

)
CMAB with semi-
bandit feedback

Ours O

(
mn

∆β∆
log(T )

)
O
(
m
√
nT

)
Ω
(
m
√
nT

)
Table 1: This table compares regret bounds of related works when their results are applied to OLTR under PBM for both
stochastic and adversarial environments. T is the number of total rounds, m is the number of positions and n is the number of
items. ∆ is the minimal gap between the attractiveness of the best m items. ∆β is the minimal gap between position examination
probabilities.

before the game where ℓt,i,j = 0 means there is no loss (or
there is a click) if placing item i at position j in round t.
After selecting It, the algorithm receives a loss of ⟨Xt, ℓt⟩
and observes semi-bandit feedback ℓt,i,j for those (i, j) such
that Xt,i,j = 1. The goal of the algorithm is to minimize the
expected cumulative pseudo-regret

R(T ) = E

[
T∑

t=1

⟨Xt − x∗, ℓt⟩

]
, (1)

where x∗ ∈ argminx∈X E
[∑T

t=1⟨x, ℓt⟩
]

is the best action
and the expectation is taken over the randomness of both the
algorithm and the environment.

For the stochastic environment, each item i ∈ [n] is asso-
ciated with an (unknown) attractiveness αi ∈ [0, 1] and each
position j ∈ [m] is associated with an (unknown) examina-
tion probability βj ∈ (0, 1]. Without loss of generality, we
assume α1 > α2 > · · · > αm > αm+1 ≥ αm+2 ≥ · · · ≥
αn and β1 > β2 > · · · > βm > βm+1 = 0. Let Ht be
the σ-algebra containing all the history (ℓ1, X1, . . . , ℓt, Xt)
by the end of round t. In the stochastic environment, all ele-
ments in the loss matrix ℓt are Ht−1-conditionally indepen-
dent whose (i, j)-entry is drawn from Bernoulli distribution
Ber(1−αiβj) like previous works (Komiyama, Honda, and
Takeda 2017; Lagrée, Vernade, and Cappé 2016; Chuklin,

Markov, and Rijke 2015). In this case, x∗
i,j is actually δi,j

which is 1 if and only if i = j. The goal of the algorithm
is also to minimize the expected cumulative pseudo-regret
Eq.(1).

Notations Throughout this paper, we use I∗j to denote
the item selected by the best action x∗ at position j, or
x∗
I∗
j ,j

= 1. For a given set X , let 1{X} be the indicator
function and IX (x) be the characteristic function which is
∞ if x /∈ X and 0 otherwise. Let Conv(X ) be the con-
vex hull of X . We use 1n to denote the n-dimensional
vector whose entries are all 1s. The conditional expecta-
tion E [· | Ht−1] is abbreviated as Et [·]. For the stochastic
environment, let ∆ = mini∈[m]{αi − αi+1} be the min-
imal gap between the attractiveness of top m items and
∆β = minj∈[m]{βj − βj+1} be the minimal gap between
any two position examination probabilities.

Algorithm
This section presents our main algorithm, FTRL-PBM, in

Algorithm 1 for both stochastic and adversarial environ-
ments under PBM. Our FTRL-PBM algorithm follows the
general follow-the-regularized leader (FTRL) framework,
whose main idea is to follow the action which minimizes
the regularized cumulative loss of the past rounds. Since the
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Algorithm 1: FTRL-PBM
Input: X .

1: L̂0 = 0n×m, ηt = 1/(2
√
t).

2: for t = 1, . . . , T do
3: Compute

xt = argmin
x∈Conv(X )

⟨x, L̂t−1⟩+
1

ηt
Ψ(x) ;

4: Sample Xt ∼ P (xt);
5: Observe ℓt,i,j for those (i, j)-th entries satisfying

Xt,i,j = 1;
6: Compute the loss estimator ℓ̂t,i,j =

ℓt,i,j ·1{Xt,i,j=1}
xt,i,j

;

7: Compute L̂t = L̂t−1 + ℓ̂t.
8: end for

complete loss vectors cannot be observed in the bandit set-
ting, usually an unbiased estimator ℓ̂t satisfying Et

[
ℓ̂t

]
= ℓt

would serve as a surrogate.
Specifically, our algorithm FTRL-PBM keeps track of the

cumulative estimated loss L̂t =
∑t

s=1 ℓ̂s ∈ Rn×m
+ and ini-

tializes it as a zero vector (line 1). At each round t, FTRL-PBM
first computes a regularized leader xt in the convex hull of
the action set Conv(X ) by

xt = argmin
x∈Conv(X )

⟨x, L̂t−1⟩+
1

ηt
Ψ(x) (2)

where Ψ(x) is the regularizer (line 3). Here we take the 1/2-
Tsallis entropy

Ψ(x) =
∑
i

−
√
xi

as our regularizer, which is shown optimal for BOBW MAB
(Zimmert and Seldin 2019). For BOBW semi-bandits, the
optimal algorithm adopts a hybrid regularizer (Zimmert,
Luo, and Wei 2019), which may not be efficient for PBM
and will be discussed later.

Then FTRL-PBM samples an action Xt ∼ P (xt) from
X (line 4) where P (xt) satisfies EX∼P (xt) [X] = xt. We
follow previous works (Kale, Reyzin, and Schapire 2010;
Helmbold and K Warmuth 2009) to construct P (x). The
method is to first complete matrix xt into a doubly stochastic
matrix Mt, which is a convex combination of permutation
matrices by Birkhoff’s theorem, and then decompose ma-
trix Mt into its convex combination of at most n2 permuta-
tion matrices by Algorithm 1 of (Helmbold and K Warmuth
2009). The time complexity of whole sampling procedure is
of order O(n4.5) and the details can be found in Appendix.

After observing the semi-bandit feedback for the selected
action Xt, we can construct the unbiased estimator for the
loss vector as

ℓ̂t,i,j =
ℓt,i,j · 1 {Xt,i,j = 1}

xt,i,j

for the (i, j)-th entry (line 6). Then the cumulative estimated
loss L̂ is updated (line 7).

Optimization
It remains to solve the optimization problem Eq.(2). Let
f(x) = ⟨x,1⟩+Ψ(x). Then Eq.(2) is equivalent to the fol-
lowing problem

xt = argmin
x∈Conv(X )

⟨x, L̂t−1⟩+
1

ηt
f(x) .

Since f(x) is a Legendre function and Conv(X ) is com-
pact, the above equation can be solved by the following two-
step procedure (see Chapter 28 of (Lattimore and Szepesvári
2020))

x̃t = argmin ⟨x, L̂t−1⟩+ η−1
t f(x) , (3)

xt = argmin
x∈Conv(X )

Df (x, x̃t) , (4)

where Df denotes the Bregman divergence induced by the
Legendre function f . Since L̂t−1 is non-negative, we can
guarantee that the minimum of Eq.(3) exists. Note that the
linear term in f(x) is necessary because ⟨x, L̂t−1⟩+ 1

ηt
Ψ(x)

does not have a minimum for the unconstrained case when
any element of L̂t−1 is equal to zero.

However, solving Eq.(4) is still not easy. Our idea is
to leverage the cyclic Bregman projection (CBP) (Breg-
man 1967; Bauschke and Lewis 2000). We first decompose
Conv(X ) into two sets on which Bregman projection can
be efficiently computed. Note that (Dunn and Harshbarger
1978; Mendelsohn and Dulmage 1958)

Conv(X ) =

{
X ∈ [0, 1]n×m

∣∣∣∣∣
n∑

i=1

Xi,j = 1, ∀j ∈ [m];

m∑
j=1

Xi,j ≤ 1, ∀i ∈ [n]

 .

Thus there is Conv(X ) = X1 ∩ X2 where

X1 =

{
X ∈ [0, 1]n×m

∣∣∣∣∣
n∑

i=1

Xi,j = 1, ∀j ∈ [m]

}
,

X2 =

X ∈ [0, 1]n×m

∣∣∣∣∣
m∑
j=1

Xi,j ≤ 1, ∀i ∈ [n]

 .

Then we can solve Eq.(4) by the CBP algorithm presented
in Algorithm 2. The Bregman projection onto X1 can be
computed efficiently. Since the constraint in X1 is column-
wise, we can compute the projection of each column sepa-
rately. For each column j, we need to solve

argmin∑n
i=1 xi,j=1
xi,j∈[0,1]

−
n∑

i=1

√
xi,j + ⟨1−∇f(x̃t)j , xj⟩

where ∇f(x̃t)j is the j-th column of ∇f(x̃t). Similar to the
implementation of (Zimmert and Seldin 2019), its solution
takes the form

xi,j =
1

4
(∇f(x̃t)i,j − λ− 1)−2 (5)
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Algorithm 2: Cyclic Bregman Projection

1: x0 = x̃t, s = 0.
2: while not converge do
3: s = s+ 1
4: x2s−1 = argminx∈X1

Df (x, x
2s−2)

5: x2s = argminx∈X2
Df (x, x

2s−1)
6: end while

where λ can be solved by
n∑

i=1

1

4
(∇f(x̃t)i,j − λ− 1)−2 = 1 . (6)

This can be figured out approximately using Newton’s
method with only a few iterations. The Bregman projection
onto X2 is similar and all details are postponed to Appendix.

Remark 1. Note that the hybrid regularizer adopted in
(Zimmert, Luo, and Wei 2019) may not be efficiently solved
with low computational complexity by traditional convex op-
timization methods under PBM. The reason is that the com-
putation of the projection onto the constrained set Conv(X )
is rather expensive and the gradient of the hybrid regularizer
is not Lipschitz continuous. The Tsallis entropy works since
we can get a closed form of Eq.(5). It is an open question
whether the FTRL with the hybrid regularizer can be solved
efficiently under PBM.

Regret Analysis
This section provides regret upper bounds of our algorithm
FTRL-PBM for both stochastic and adversarial environments,
together with an improved lower bound for PBM, which also
matches our upper bound. We also discuss the relationship
between our results and previous works.

Upper Bounds
We give the regret upper bounds of FTRL-PBM for each of the
adversarial and stochastic environments and provide proof
sketches.

Theorem 1. For the adversarial environment, the regret of
our FTRL-PBM algorithm satisfies

R(T ) ≤ 3m+ 2m log T +
T∑

t=1

 3√
t

m∑
j=1

∑
i̸=I∗

j

√
E[xt,i,j ]


= O(m

√
nT ) .

Though this regret bound matches that of OSMD with
0-potential (Bubeck and Cesa-Bianchi 2012) and BOBW
semi-bandits (Zimmert, Luo, and Wei 2019), these two
methods have some shortcomings compared to ours. OSMD
with 0-potential needs to know the time horizon. Existing
doubling trick methods lead to additional logarithmic fac-
tors in either stochastic or adversarial setting (Besson and
Kaufmann 2018). BOBW semi-bandits could be inefficient
under PBM since they use a hybrid regularizer.

Proof sketch. Denote Ψt(·) = 1
ηt
Ψ(·). Let Φt(·) =

maxx∈Conv(X ) ⟨x, ·⟩ − Ψt(x) be the Fenchel conjugate of
Ψt + IConv(X ). Like the standard FTRL analysis (Chapter
28 of (Lattimore and Szepesvári 2020)), the regret can be
decomposed as a sum of the stability term and the regular-
ization penalty term

R(T ) =E

[
T∑

t=1

⟨Xt, ℓt⟩+Φt(−L̂t)− Φt(−L̂t−1)

]
︸ ︷︷ ︸

Rstab

+ E

[
T∑

t=1

−Φt(−L̂t) + Φt(−L̂t−1)− ⟨x∗, ℓt⟩

]
︸ ︷︷ ︸

Rpen

.

Then we bound these two terms separately (which proofs are
postponed to Appendix)

Rstab ≤3m+ 2m log T

+
T∑

t=4

 1√
t

m∑
j=1

∑
i̸=I∗

j

(√
E[xt,i,j ] + E[xt,i,j ]

) ,

(7)

Rpen ≤
T∑

t=1

m∑
j=1

∑
i̸=I∗

j

1√
t

(
2
√
E[xt,i,j ]− E[xt,i,j ]

)
. (8)

Summing these two inequalities leads to the resulting
regret upper bound. The second bound comes since∑n

i=1

√
E[xt,i,j ] ≤

√
n.

For the stochastic environment, it is key to prove a self-
bounding constraint like previous works (Zimmert, Luo, and
Wei 2019; Zimmert and Seldin 2019; Wei and Luo 2018).
The common suboptimality gap of putting item i at position
j is defined as ∆i,j = βj(αj − αi), the reward difference
from the right item (Komiyama, Honda, and Takeda 2017).
This could be negative for i < j. When this happens, a better
item is put at position j. Then there must be some bad item
placed before position j. We account for this situation and
introduce a new suboptimality gap definition that is more
suitable to PBM.

Definition 1. For any i ∈ [n] and j ∈ [m], define

∆i,j =


(βj − βj+1)(αj − αi) j < i ,

0 j = i ,

(βj−1 − βj)(αi − αj) j > i .

The key idea for this definition comes from the incurred
minimal regret of misplacing items. For the case that item
i is put at position j with i < j. The item i is misplaced
but is better than the right item at position j, which should
be item j. This means there must be some bad items mis-
placed at earlier positions. The optimistic case is that item j
is just put at one position ahead j − 1. Switching item i and
item j would give the minimal regret gap, i.e. ∆i,j is defined
as the difference between the reward of (· · · , i, j, · · · ) and
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(· · · , j, i, · · · ) where the only effectively involved positions
are j − 1, j. The case of i > j is similar.

Now we can present the self-bounding constraint for PBM
based on this introduced suboptimality gap.

Lemma 1. For the stochastic environment, the regret satis-
fies

R(T ) ≥ 1

2

T∑
t=1

n∑
i=1

m∑
j=1

∆i,jE[xt,i,j ] .

We first present Lemma 2 which reveals the property of
the introduced suboptimality gap. The proof of Lemma 2 is
postponed to Appendix.

Lemma 2. Let i1, i2, . . . , im be any sequence chosen from
[n] without repetition. Then

m∑
j=1

(αjβj − αijβj) ≥
1

2

m∑
j=1

∆ij ,j .

Then Lemma 1 follows immediately from Lemma 2 by
summing over the time horizon.

Proof of Lemma 1. Lemma 2 implies that

R(T ) =
T∑

t=1

m∑
j=1

E[βjαj − βjαIt,j ] ≥
T∑

t=1

m∑
j=1

E[
1

2
∆It,j ,j ]

=
1

2

T∑
t=1

n∑
i=1

m∑
j=1

∆i,jE[xt,i,j ] ,

which completes the proof.

With the self-bounding constraint in Lemma 1, we can
obtain the following regret bound for the stochastic setting.

Theorem 2. For the stochastic environment, the regret of
FTRL-PBM algorithm is upper bounded by

R(T ) ≤

(
18

m∑
j=1

n∑
i=1
i̸=j

1

∆i,j
+ 4m

)
log T + 6m

= O
( mn

∆β∆
log(T )

)
.

This regret bound improves a factor of O(m) over that of
BOBW semi-bandits (Zimmert, Luo, and Wei 2019) which
is designed for general combinatorial cases. Our regret upper
bound is O( 1

∆β
) worse than (Lattimore et al. 2018) which

studies only the stochastic environments.

Proof.

R(T ) ≤2R(T )− 1

2

T∑
t=1

m∑
j=1

n∑
i=1
i̸=j

E[xt,i,j ]∆i,j

≤
T∑

t=1

m∑
j=1

n∑
i=1
i̸=j

(
6

√
E[xt,i,j ]

t
− 1

2
E[xt,i,j ]∆i,j

)

+ 6m+ 4m log T

≤
T∑

t=1

m∑
j=1

n∑
i=1
i̸=j

18

∆i,jt
+ 4m log T + 6m

≤

(
18

m∑
j=1

n∑
i=1
i̸=j

1

∆i,j
+ 4m

)
log T + 6m,

where the first inequality is by Lemma 1, the second inequal-
ity is by Eq.(7) and Eq.(8), and the third inequality is due to
the AM–GM inequality.

Lower Bound
We provide an improved lower bound for PBM and defer its
proof to Appendix.

Theorem 3. Suppose that n ≥ max{m+ 3, 2m} and T ≥
n. For any algorithm there exists an instance of OLTR under
PBM such that

R(T ) ≥ 1

16
m
√
(n−m+ 1)T .

Our lower bound improves O(
√
m) over the state-of-the-

art lower bound (Lattimore et al. 2018) and matches our up-
per regret bound.

Experiments
This section compares the empirical performances of our
FTRL-PBM with related baselines where TopRank (Latti-
more et al. 2018), PBM-PIE (Lagrée, Vernade, and Cappé
2016), PMED (Komiyama, Honda, and Takeda 2017) are de-
signed for the stochastic environment and RankedExp3
(Radlinski, Kleinberg, and Joachims 2008), MW (Kale,
Reyzin, and Schapire 2010) are designed for the adversar-
ial environment. We do not include (Zimmert, Luo, and Wei
2019) since we could not find an efficient method for PBM
with their hybrid regularizer. Since the vanilla PBM-PIE in
(Lagrée, Vernade, and Cappé 2016) needs the knowledge of
the position examination probabilities, we use a bi-convex
optimization to estimate the examination probabilities for
PBM-PIE like (Komiyama, Honda, and Takeda 2017) rather
than directly supplying. All parameters are kept the same as
in their original papers. For all experiments, we use n = 10
items and m = 5 positions.

We only present the results of experiments on synthetic
data in this section, The results of experiments on real-world
data are deferred to Appendix. For the synthetic data, we set
the position examination probabilities to β = (1, 1

2 , · · · ,
1
5 )

which are commonly adopted in previous works (Wang et al.
2018; Li, Lattimore, and Szepesvári 2019). The attractive-
ness of items are set as α = (0.95, 0.95 − ∆, 0.95 −
2∆, · · · , 0.95 − 9∆). We consider two cases of ∆ = 0.03
and ∆ = 0.01.

We first construct stochastic environments (Lagrée, Ver-
nade, and Cappé 2016; Komiyama, Honda, and Takeda
2017) from the item attractiveness and position examination
probabilities set above. The results are shown in Fig.1(a)(d).
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(d) Synthetic Stochastic: Δ = 0.01
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Figure 1: This figure shows empirical comparisons between our FTRL-PBM and TopRank, PBM-PIE, PMED, RankedExp3
and MW in stochastic and periodic environments constructed by synthetic data. We adopt the metric of averaged rewards, which
are the cumulative rewards divided by time t. All results are averaged over 10 random runs and the error bars are standard errors
which are standard deviations divided by

√
10.

Next we construct adversarial environments. Since it is a
bit hard to design a real adversarial environment, we con-
struct two periodical stochastic environments like (Zimmert
and Seldin 2019; Zimmert, Luo, and Wei 2019)1. We divide
the whole time horizon into phases with 100k rounds in each
phase. For the first periodic environment, the position exam-
ination probabilities are fixed and the attractiveness of the
first five items and last five items are exchanged periodi-
cally. Specifically, the odd phase uses the same environment
as in the stochastic case and the even phase uses item attrac-
tiveness (0.95−5∆, · · · , 0.95−9∆, 0.95, · · · , 0.95−4∆).
For the second periodic environment, the position exami-
nation probabilities are also changed periodically. We re-
verse the order of α, β simultaneously. Specifically, the
odd phase uses the same environment as in the stochastic
case and the even phase uses item attractiveness (0.95 −
9∆, 0.95 − 8∆, · · · , 0.95 − ∆, 0.95) and position exami-
nation probabilities ( 15 ,

1
4 , · · · , 1). The results are shown in

Fig.1(b)(c)(e)(f).
TopRank performs best in (a)(d) since it is specially

designed for the stochastic environment. PMED is also de-
signed for the stochastic environment and has almost the
same performance as TopRank in (a). Since it needs to
solve a bi-convex optimization problem, fixed iterations
would not give good convergence. Thus its performance has
a large variance and deteriorates a lot for small gap (d). The
design of PBM-PIE needs the knowledge of position bias.
Though we can estimate them by bi-convex optimization,
the estimation error would be amplified in the results when

1They assume the relative order of items is fixed and the phase
length is increasing.

the estimated values are adopted directly. Then the perfor-
mance of PBM-PIE is not very good and has a large vari-
ance in (a)(d). All of TopRank, PMED and PBM-PIE are
strongly affected by the periodic changes (b)(c)(e)(f).

Our algorithm FTRL-PBM is competitive in stochastic en-
vironments and is best in adversarial environments, showing
the robustness and simultaneous learning ability of our algo-
rithm. The greedy idea in RankedExp3 is not very suitable
for PBM but since it is designed for the adversarial environ-
ment, its performances are relatively stable. MW can be re-
garded as FTRL with negative Shannon entropy. It has good
performances in some scenarios but is not the best due to the
suboptimality of the regularizer.

Conclusions

To characterize the dynamic changes of online learning to
rank (OLTR) environments, we study how to simultaneously
learn in both stochastic and adversarial environments for
OLTR under the position-based model (PBM). We design an
algorithm based on the follow-the-regularized-leader frame-
work and prove its efficiency in both environments. We also
provide a lower bound for adversarial PBM which matches
our upper bound. Experiments also validate the robustness
of our algorithm.

Our results only focus on PBM. It would be a practical
and promising topic to design efficient algorithms for both
environments under general click models subsuming multi-
ple click models. Further, the adversarial setting for general
click models is open and suggested to be solved in the future.
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TopRank: a practical algorithm for online stochastic rank-
ing. In Proceedings of the 32nd International Conference
on Neural Information Processing Systems, 3949–3958.
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