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Abstract

Few-Shot Learning (FSL) is a challenging task, i.e., how
to recognize novel classes with few examples? Pre-training
based methods effectively tackle the problem by pre-training
a feature extractor and then predicting novel classes via a co-
sine nearest neighbor classifier with mean-based prototypes.
Nevertheless, due to the data scarcity, the mean-based pro-
totypes are usually biased. In this paper, we attempt to di-
minish the prototype bias by regarding it as a prototype op-
timization problem. To this end, we propose a novel meta-
learning based prototype optimization framework to rectify
prototypes, i.e., introducing a meta-optimizer to optimize pro-
totypes. Although the existing meta-optimizers can also be
adapted to our framework, they all overlook a crucial gradi-
ent bias issue, i.e., the mean-based gradient estimation is also
biased on sparse data. To address the issue, we regard the
gradient and its flow as meta-knowledge and then propose
a novel Neural Ordinary Differential Equation (ODE)-based
meta-optimizer to polish prototypes, called MetaNODE. In
this meta-optimizer, we first view the mean-based prototypes
as initial prototypes, and then model the process of proto-
type optimization as continuous-time dynamics specified by
a Neural ODE. A gradient flow inference network is carefully
designed to learn to estimate the continuous gradient flow for
prototype dynamics. Finally, the optimal prototypes can be
obtained by solving the Neural ODE. Extensive experiments
on miniImagenet, tieredImagenet, and CUB-200-2011 show
the effectiveness of our method.

1 Introduction
With abundant annotated data, deep learning techniques
have shown very promising performance for many appli-
cations, e.g., image classification (He et al. 2016). How-
ever, preparing enough annotated samples is very time-
consuming, laborious, or even impractical in some scenar-
ios, e.g., cold-start recommendation (Zheng et al. 2021) and
medical diagnose (Prabhu et al. 2019). Few-shot learning
(FSL), which aims to address the issue by mimicking the
flexible adaptation ability of human to novel tasks from very
few examples, has been proposed and received consider-
able attentions. Its main rationale is to learn meta-knowledge
from base classes with sufficient labeled samples and then
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Figure 1: Pre-training based method estimates prototypes in
an average manner, which suffers from a prototype bias is-
sue. Prior works diminish the bias in a one-step manner (a).
Our method addresses it in a meta-optimization manner (b).
Here, orange and black points denote training and test sam-
ples, respectively. Orange square, star, and triangle denotes
the mean-based, rectified, and real prototypes, respectively.

employ the meta-knowledge to perform class prediction for
novel classes with scarce examples (Li et al. 2019a).

Previous studies primarily address the FSL problem us-
ing the idea of meta-learning, i.e., constructing a large set of
few-shot tasks on base classes to learn task agnostic meta-
knowledge (Flennerhag et al. 2020). Recently, Chen et al.
regard feature representation as meta-knowledge, and pro-
pose a simple pre-training method (Chen et al. 2020), which
delivers more promising performance. In the method, they
first pre-train a feature extractor on all base classes, and then
perform novel class prediction via mean-based prototypes.
However, this method suffers from a prototype bias issue,
i.e., the discrepancy between calculated mean and real pro-
totypes. As illustrated in Figure 1, the mean-based prototype
(orange square) is usually far away from real prototype (tri-
angle). This kind of prototype bias is caused by the fact that
scarce labeled samples cannot provide a reliable mean es-
timation for the prototypes (Liu, Song, and Qin 2020). To
address the drawback, some prior works attempt to learn a
one-step prototype rectification function from a large set of
few-shot tasks (Liu, Song, and Qin 2020; Xue and Wang
2020; Zhang et al. 2021a), which is shown in Figure 1(a).
However, characterizing the prototype bias with a one-step
rectification function is too coarse to obtain accurate proto-
types (as we will see in Table 3 of the Section 4.4).

In this paper, we propose a novel meta-learning based pro-
totype optimization framework to rectify the prototype bias.
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In the framework, instead of using the one-step rectification
manner, we consider the bias reduction as a prototype opti-
mization problem and attempt to diminish the prototype bias
with an optimization-based meta-learning method (called
meta-optimizer). The idea behind such design is learning a
novel Gradient Descent Algorithm (GDA) on base classes
and then utlizing it to polish the prototypes via a few gra-
dient update steps for novel classes. Specifically, we first
pre-train a classifier on all base classes to obtain a good
feature extractor. Then, given a few-shot task, as shown in
Figure 1(b), we average the extracted features of all labeled
samples as the initial prototype for each class. As a sequel,
these prototypes will be further optimized to reduce the pro-
totype bias through a meta-optimizer. Finally, we perform
the class prediction via a nearest neighbor classifier.

The workhorse of our framework is the meta-optimizer,
in which the mean-based prototypes will be further polished
through GDA. Even though the existing meta-optimizer
such as ALFA (Baik et al. 2020) and MetaLSTM (Ravi
and Larochelle 2017) can also be utilized for this purpose,
they all suffer from a common drawback, called gradient
bias issue, i.e., their gradient estimation is inaccurate on
sparse data. The issue appears because all the existing meta-
optimizers carefully model the hyperparameters (e.g., ini-
tialization (Raghu et al. 2020) and regularization parameters
(Baik et al. 2020; Flennerhag et al. 2020)) in GDA as meta-
knowledge, but roughly estimate the gradient in an average
manner with very few labeled samples, which is usually in-
accurate. Given that the gradient estimation is inaccurate,
more excellent hyperparameters are not meaningful and can-
not lead to a stable and reliable prototype optimization.

To address the issue, we treat the gradient and its flow in
GDA as meta-knowledge, and propose a novel Neural Ordi-
nary Differential Equation (ODE)-based meta-optimizer to
model the process of prototype optimization as continuous-
time dynamics specified by a Neural ODE, called MetaN-
ODE. The idea is inspired by the fact that the GDA formula
is indeed an Euler-based discrete instantiation of an ODE
(Bu, Xu, and Chen 2020), and the ODE will turn into a Neu-
ral ODE (Chen et al. 2018) when we treat its gradient flow as
meta-knowledge. The advantage of such meta-optimizer is
the process of prototype rectification can be characterized in
a continuous manner, thereby producing more accurate pro-
totypes for FSL. Specifically, in the meta-optimizer, a gra-
dient flow inference network is carefully designed, which
learns to estimate the continuous-time gradient flow for pro-
totype dynamics. Then, given an initial prototype (i.e., the
mean-based prototype), the optimal prototype can be ob-
tained by solving the Neural ODE for FSL.

Our main contributions can be summarized as follows:

• We propose a new perspective to rectify prototypes for
FSL, by regarding the bias reduction problem as a pro-
totype optimization problem, and present a novel meta-
learning based prototype optimization framework.

• We identify a crucial issue of existing meta-optimizers,
i.e., gradient bias issue, which impedes their applicabil-
ity to our framework. To address the issue, we propose a
novel Neural ODE-based meta-optimizer (MetaNODE)

by modeling the process of prototype optimization as
continuous-time dynamics specified by a Neural ODE.
Our MetaNODE optimizer can effectively alleviate the
gradient bias issue and leads to more accurate prototypes.
• We conduct comprehensive experiments on both trans-

ductive and inductive FSL settings, which demonstrate
the effectiveness of our method.

2 Related Work
2.1 Few-Shot Learning
FSL is a challenging task, aiming to recognize novel classes
with few labeled samples. According to the test setting, FSL
can be divided into two groups, i.e., inductive FSL and trans-
ductive FSL. The former assumes that information from test
data cannot be utilized when classifying the novel class sam-
ples while the latter considers that all the test data can be
accessed to make novel class prediction.

In earlier studies, most methods mainly focus on inductive
FSL setting, which can be roughly grouped into three cate-
gories. 1) Metric-based approaches. This line of works fo-
cuses on learning a task-agnostic metric space and then pre-
dicting novel classes by a nearest-centroid classifier with Eu-
clidean or cosine distance such as (Nguyen et al. 2020; Snell,
Swersky, and Zemel 2017; Li et al. 2019b). 2) Optimization-
based approaches. The key idea is to model an optimiza-
tion algorithm (i.e., GDA) over few labeled samples within
a meta-learning framework (von Oswald et al. 2021; Raghu
et al. 2020), which is known as meta-optimizer, such as
MetaLSTM (Ravi and Larochelle 2017) and ALFA (Baik
et al. 2020). 3) Pre-training based approaches. This type
of works mainly utilizes a two-phases training manner to
quickly adapt to novel tasks, i.e., pre-training and fine-tuning
phases, such as (Liu et al. 2020; Shen et al. 2021; Chen et al.
2020; Zhang et al. 2021b; Li, Fu, and Gong 2021).

Recently, several studies explored transductive FSL set-
ting and showed superior performance on FSL, which can
be divided into two categories. 1) Graph-based approaches.
This group of methods attempts to propagate the labels from
labeled samples to unlabeled samples by constructing an in-
stance graph for each FSL task, such as (Chen et al. 2021;
Yang et al. 2020; Tang et al. 2021). 2) Pre-training based ap-
proaches. This kind of studies still focuses on the two-stages
training paradigms. Different from inductive FSL methods,
these methods further explore the unlabeled samples to train
a better classifier (Boudiaf et al. 2020; Hu et al. 2020; Wang
et al. 2020; Ziko et al. 2020) or construct more reliable pro-
totypes (Xue and Wang 2020; Zhang et al. 2021a). In this
paper, we also target at obtaining reliable prototypes for
FSL. Different from these existing methods, we regard it as
a prototype optimization problem and propose a new Neural
ODE-based meta-optimizer for optimizing prototypes.

2.2 Neural ODE
Neural ODE, proposed by (Chen et al. 2018), is a
continuous-time model, aiming to capture the evolution pro-
cess of a state by representing its gradient flow with a neural
network. Recently, it has been successfully used in various
domains, such as irregular time series prediction (Rubanova,
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Figure 2: The meta-learning based prototype optimization framework, which rectifies prototypes in a meta-optimization manner.

Chen, and Duvenaud 2019), knowledge graph forecasting
(Ding et al. 2021), MRI image reconstruction (Chen, Chen,
and Sun 2020), and image dehazing (Shen et al. 2020). How-
ever, to our best knowledge, there is few previous works to
explore it for FSL. In this paper, we propose a Neural ODE-
based meta-optimizer to polish prototypes. Its advantage is
that prototype dynamics can be captured in a continuous
manner, which produces more accurate prototypes for FSL.

3 Methodology
3.1 Problem Definition
For aN -wayK-shot problem, two datasets are given: a base
class dataset Dbase and a novel class dataset Dnovel. The
base class datasetDbase = {(xi, yi)}Bi=0 is made up of abun-
dant labeled samples, where each sample xi is labeled with a
base class yi ∈ Cbase (Cbase denotes the set of base classes).
The novel class dataset consists of two subsets: a training set
S with few labeled samples (called support set) and a test set
Q consisting of unlabeled samples (called query set). Here,
the support set S is composed of N classes sampled from
the set of novel class Cnovel, and each class only contains K
labeled samples. Note that the base class set and novel class
set are disjoint, i.e., Cbase ∩ Cnovel = ∅.

For transductive FSL, we regard all query samples x ∈ Q
as unlabeled sample set Q′. Our goal is to learn a classi-
fier for query set Q by leveraging unlabeled sample set Q′,
support set S , and base class datasetDbase. However, for in-
ductive FSL, the classifier is obtained only by leveraging S
andDbase. In the following subsections, we mainly focus on
transductive FSL to introduce our method, and how to adapt
to inductive FSL will be explained at the end of the section.

3.2 Prototype Optimization Framework
In this paper, we focus on addressing the prototype bias is-
sue appearing in the pre-training FSL method (Chen et al.
2020). Different from existing one-step rectification meth-
ods (Liu, Song, and Qin 2020; Xue and Wang 2020), we re-
gard the bias reduction as a prototype optimization problem
and present a novel meta-learning based prototype optimiza-
tion framework to rectify prototypes. Our idea is introducing

a prototype meta-optimizer to learn to diminish the proto-
type bias. As shown in Figure 2, the framework consists of
three phases, i.e., pre-training, meta-training, and meta-test
phases. Next, we detail on them, respectively.
Pre-Training. Following (Rodrı́guez et al. 2020), we first
pretrain a feature extractor fθf () with parameters θf by min-
imizing both a classification loss Lce and an auxiliary rota-
tion loss Lro on all base classes. This aims to obtain a good
image representation. Then, the feature extractor is frozen.
Meta-Training. Upon the feature extractor fθf (), we intro-
duce a meta-optimizer gθg () to learn to rectify prototypes
in an episodic training paradigm (Vinyals et al. 2016). The
idea behind such design is that learning task-agnostic meta-
knowledge about prototype rectification from base classes
and then applying this meta-knowledge to novel classes to
obtain more reliable prototypes for FSL. The main details of
the meta-optimizer will be elaborated in Section 3.3. Here,
we first introduce the workflow depicted in Figure 2.

As shown in Figure 2, following the episodic training
paradigm (Vinyals et al. 2016), we first mimic the test set-
ting and construct a number of N -way K-shot tasks (called
episodes) from base class dataset Dbase. For each episode,
we randomly sample N classes from base classes Cbase, K
images per class as support set S, and M images per class
as query set Q. Then, we train the above meta-optimizer
gθg () to polish prototypes by minimizing the negative log-
likelihood estimation on the query set Q. That is,

min
θg

E(S,Q)∈T
∑

(xi,yi)∈Q

−log(P (yi|xi,S,Q′, θg)), (1)

where T is the set of constructed N -way K-shot tasks
and θg denotes the parameters of the meta-optimizer gθg ().
Next we introduce how to calculate the class probability
P (yi|xi,S,Q′, θg), including the following three steps:

Step 1. We first leverage the feature extractor fθf () to rep-
resent each image. Then we compute the mean-based proto-
type of each class k as initial prototype pk(0) at t = 0:

pk(0) =
1

|Sk|
∑

(xi,yi)∈Sk

fθf (xi), (2)

where Sk is the support set extracted from class k and t de-
notes the iteration step (when existing meta-optimizers are
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employed) or the continous time (when our MetaNODE de-
scribed in Section 3.3 is utilized). For clarity, we denote the
prototype set {pk(t)}N−1k=0 as the prototypes p(t) of classi-
fiers at iteration step/time t, i.e., p(t) = {pk(t)}N−1k=0 .

Step 2: Unfortunately, the initial prototypes p(0) are bi-
ased since only few support samples are available. To elim-
inate the bias, we view the prototype rectification as an op-
timization process. Then, given the initial prototypes p(0),
the optimal prototypes p(M) can be obtained by leveraging
the meta-optimizer gθg () to optimize prototypes. That is,

p(M) = Ψ(gθg (), p(0),S,Q′, t = M), (3)

where M is the total iteration number/integral time and Ψ()
denotes the process of prototype optimization. Please refer
to Section 3.3 for the details of the optimization process.

Step 3: Finally, we regard the optimal prototypes p(M) as
the final prototypes. Then, we evaluate the class probability
that each sample xi ∈ Q belongs to class k by computing
the cosine similarity between xi and p(M). That is,

P (y = k|xi,S,Q′, θg) =
eγ·<fθf (xi),pk(M)>∑
c e
γ·<fθf (xi),pc(M)>

, (4)

where < · > denotes the cosine similarity, and γ is a scale
parameter. Following (Chen et al. 2019), γ = 10 is used.
Meta-Test. Its workflow is similar to the meta-training
phase. The difference is that we remove the meta-optimizer
training step defined in Eq. 1 and directly perform few-shot
classification for novel classes by following Eqs. 2 ∼ 4.

3.3 Meta-Optimizer
In the FSL framework described in Section 3.2, the key chal-
lenge is how to design a meta-optimizer to polish prototypes.
In this subsection, we first discuss the limitation of exist-
ing meta-optimizers when using them to polish prototypes.
Then, a novel meta-optimizer, i.e., MetaNODE, is presented.
Limitations. In the above framework, several existing meta-
optimizers can be utilized to diminish prototype bias by set-
ting the prototypes as their variables to be updated, such as
MetaLSTM (Ravi and Larochelle 2017) and ALFA (Baik
et al. 2020). However, we find that they suffer from a new
drawback, i.e., gradient bias issue. Here, we take ALFA as
an example to illustrate the issue. Formally, for each few-
shot task, let L(p(t)) be its differentiable loss function with
prototype p(t), and∇L(p(t)) be its prototype gradient, dur-
ing performing prototype optimization. Then, the ALFA can
be expressed as the following M -steps iterations, given the
initial (i.e., mean-based) prototypes p(0). That is,

p(t+ 1) = p(t)− η(∇L(p(t)) + ωp(t)), (5)

where t is the iteration step (i.e., t = 0, 1, ...,M − 1), η
is a learning rate, and ω denotes a weight of `2 regulariza-
tion term infered by the meta-optimizer gθg (). Its goal is to
improve fast adaptation with few examples by learning task-
specific `2 regularization term. Though ALFA is effective
(see Table 5), we find that it computes the gradient∇L(p(t))
in an average manner over few labeled samples (xi, yi) ∈ S:

∇L(p(t)) =
1

|S|
∑

(xi,yi)∈S

∇L(xi,yi)(p(t)), (6)
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Figure 3: Illustration of MetaNODE, which characterizes the
prototype optimization dynamics by using a Neural ODE.

where | · | denotes the size of a set and ∇L(xi,yi)(p(t)) is
the gradient of the sample (xi, yi) ∈ S . Such estimation
is inaccurate, because the number of available labeled (sup-
port) samples (e.g., K=1 or 5) is far less than the expected
amount. As a result, the optimization performance of exist-
ing methods is limited. This is exactly the gradient bias issue
mentioned in the section of introduction. Note that the unla-
beled samples x ∈ Q′ are not used in these methods because
their gradients cannot be computed without labels.
MetaNODE. Recent studies (Bu, Xu, and Chen 2020) found
that the iteration process of Gradient Descent Algorithm
(GDA) can be viewed as an Euler discretization of an or-
dinary differential equation (ODE). That is,

dp(t)

dt
= −∇L(p(t)), (7)

where t is a continous variable (i.e., time) and dp(t)
dt denotes

a continuous-time gradient flow of prototypes p(t).
Inspired by this fact, to more finely rectify the prototypes,

we propose to characterize the prototype dynamics by an
ODE and consider the prototype rectification problem as the
ODE initial value problem, where the initial and final sta-
tus values correspond to the mean-based and optimal pro-
totypes, respectively. To address the gradient bias issue ap-
peared in Eq. 6, we view the prototype p(t), support set S ,
unlabeled sample set Q′, and time t as inputs and then em-
ploy a neural network (i.e. the meta-learner gθg ()) to directly
estimate the continuous gradient flow dp(t)

dt . Then, the ODE
turns into a Neural ODE, i.e., dp(t)

dt = gθg (p(t),S,Q′, t).
Based on this notion, we design a novel Neural ODE-

based Meta-Optimizer (called MetaNODE). Its advantage is
that the prototype rectification dynamics can be captured in
a continuous manner, thereby more finely diminishing the
prototype bias. As shown in Figure 3, the MetaNODE con-
sists of a Gradient Flow Inference Network (GradNet) and
an ODE solver. The GradNet is regarded as the meta-learner
gθg (), aiming to infer the continuous gradient flow dp(t)

dt (see
Section 3.4 for its details). Based on the GradNet gθg () and
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initial prototypes p(0), the optimal prototypes p(M) can be
obtained by evaluating the Neural ODE at the last time point
t = M , i.e., p(M) = p(0) +

∫M
t=0

gθg (p(t),S,Q′, t), where
the integral term is calculated by the ODE solvers. That is,

p(M) = ODESolver(gθg (), p(0),S,Q′, t = M). (8)

Following (Chen et al. 2018), we use Runge-Kutta method
(Alexander 1990) as our ODE solver because it has rela-
tively low integration error and computational complexity.

3.4 Gradient Flow Inference Network
In this section, we introduce how the GradNet gθg () em-
ployed in MetaNODE is designed. Intuitively, different
classes have distinct prototype dynamics. For many classes
like animals and plants, the differences of their prototype
dynamics may be quite large. To model the class diversi-
ties, as shown in Figure 3, instead of performing a single in-
ference module, we design multiple inference modules with
the same structure to estimate the prototype gradient dp(t)

dt .
Here, the inference module consists of a gradient estimator
and a weight aggregator. The former aims to predict the con-
tributed gradient of each sample xi ∈ S ∪Q′ for prototypes
p(t). The latter accounts for evaluating the importance of
each sample and then combining their gradient estimations
in a weighted mean manner. For clarity, we take inference
module l and class k as an example to detail them.
Gradient Estimator. As we adopt the cosine-based classi-
fier, the prototype is expected to approach the angle center of
each class. To eliminate the impact of vector norm, we first
transform the features fθf (xi) of each sample xi to an ap-
propriate scale by a scale layer gθlgs() with parameters θlgs.
Then, the gradient dk,l,i(t) is estimated by computing the
difference vector between it and prototype pk(t). That is,

dk,l,i(t) = gθlgs(fθf (xi)‖pk(t))⊗ fθf (xi)− pk(t), (9)

where ‖ is a concatenation operation of two vectors and ⊗
denotes an element-wise product operation.
Weight Generator. Intuitively, different samples make
varying contributions to the gradient prediction of prototype
pk(t). To this end, we design a weight generator to predict
their weights. Specially, for each sample xi ∈ S ∪ Q′, we
combine the prototype pk(t) and the sample xi as a new fea-
ture. Then, the weight generating process involves a simple
feed-forward mapping of the new features by an embedding
layer gθlge(), followed by a relation layer gθlgr () with a multi-
head based attention mechanism (Vaswani et al. 2017) and
an output layer gθlgo(). Here, the relation layer aims to obtain
a robust representation by exploring the pair-wise relation-
ship between all samples and the output layer evaluates the
contributed weight wk,l,i. The above weight generating pro-
cess can be summarized as Eq. 10. That is,

hk,l,i(t) = gθlge(k
′‖pk(t)‖y′i‖fθf (xi)‖pk(t)⊗ fθf (xi)),

h′k,l,i(t) = gθlgr ({hk,l,i(t)}
|S∪Q|−1
i=0 ),

wk,l,i(t) =gθlgo(h
′
k,l,i(t)),

(10)

where θlge, θ
l
gr, and θlgo denote model parameters; k′ and y′i

denotes the one-hot label of prototype pk(t) and sample xi,

respectively. We replace the one-hot label of each unlabeled
sample xi ∈ Q′ in a N -dim vector with value of 1/N .

Finally, the gradient µk,l(t) and its estimation variance
σ2
k,l(t) can be obtained in a weighted mean manner:

µk,l(t) =
∑

i
wk,l,i(t)⊗ dk,l,i(t),

σ2
k,l(t) =

∑
i
wk,l,i(t)⊗ (dk,l,i(t)− µk,l(t))

2.
(11)

Multi-Modules Ensemble Mechanism. We have obtained
multiple gradient estimations for prototype pk(t), i.e.,
{µk,l(t)}H−1l=0 , where H denotes the number of inference
modules. Intuitively, the variance {σ2

k,l(t)}
H−1
l=0 reflects the

inconsistency of gradients contributed by all samples, i.e.,
the larger variance implies greater uncertainty. Hence, to ob-
tain a more reliable prototype gradient dpk(t)

dt , we regard the
variances as weights to combine these gradients µk,l(t):

dpk(t)

dt
= β

[
H−1∑
l=0

(σ
2
k,l(t))

−1

]−1 [
H−1∑
l=0

(σ
2
k,l(t))

−1
µk,l(t)

]
, (12)

where we employ a term of exponential decay with time t,
i.e., β = β0ξ

t
M (β0 and ξ are hyperparameters, which are all

set to 0.1 empirically), to improve the model stability.

3.5 Adaption to Inductive FSL Setting
The above MetaNODE-based framework focuses on the
transductive FSL, which can also be easily adapted to induc-
tive FSL. Specifically, its workflow is similar to the process
described in Sections 3.2 and 3.3. The only difference is the
unlabeled sample set Q′ is removed in the GradNet of Sec-
tions 3.4, and only using support set S to estimate gradients.

4 Performance Evaluation
4.1 Datasets and Settings
MiniImagenet. The dataset consists of 100 classes, where
each class contains 600 images. Following the standard split
in (Chen et al. 2020), we split the data set into 64, 16, and
20 classes for training, validation, and test, respectively.
TieredImagenet. The dataset is a larger dataset with 608
classes. Each class contains 1200 images. Following (Chen
et al. 2020), the dataset is split into 20, 6, and 8 high-level se-
mantic classes for training, validation, and test, respectively.
CUB-200-2011. The dataset is a fine-grained bird recogni-
tion dataset with 200 classes. It contains about 11,788 im-
ages. Following the standard split in (Chen et al. 2019), we
split the data set into 100 classes, 50 classes, and 50 classes
for training, validation, and test, respectively.

4.2 Implementation Details
Network Details. We use ResNet12 (Chen et al. 2020) as the
feature extractor. In GradNet, we use four inference modules
to estimate the gradient flow. For each module, we use a
two-layer MLP with 512-dimensional hidden layer for the
scale layer, a single-layer perceptron with 512-dimensional
outputs for the the embedding layer, a multi-head attention
module with 8 heads and each head contains 16 units for the
relation layer, and a single-layers perceptron and a softmax
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Setting Method Type Backbone miniImagenet tieredImagenet
5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot

Trans
ductive

DPGN (Yang et al. 2020) Graph ResNet12 67.77± 0.32% 84.60± 0.43% 72.45± 0.51% 87.24± 0.39%
EPNet (Rodrı́guez et al. 2020) Graph ResNet12 66.50± 0.89% 81.06± 0.60% 76.53± 0.87% 87.32± 0.64%
MCGN (Tang et al. 2021) Graph Conv4 67.32± 0.43% 83.03± 0.54% 71.21± 0.85% 85.98± 0.98%
ICI (Wang et al. 2020) Pre-training ResNet12 65.77% 78.94% 80.56% 87.93%
LaplacianShot (Ziko et al. 2020) Pre-training ResNet18 72.11± 0.19% 82.31± 0.14% 78.98± 0.21% 86.39± 0.16%
SIB (Hu et al. 2020) Pre-training WRN-28-10 70.0± 0.6% 79.2± 0.4% - -
BD-CSPN (Liu, Song, and Qin 2020) Pre-training WRN-28-10 70.31± 0.93% 81.89± 0.60% 78.74± 0.95% 86.92± 0.63%
SRestoreNet (Xue and Wang 2020) Pre-training ResNet18 61.14± 0.22% - - -
ProtoComNet (Zhang et al. 2021a) Pre-training ResNet12 73.13± 0.85% 82.06± 0.54% 81.04± 0.89% 87.42± 0.57%
MetaNODE (ours) Pre-training ResNet12 77.92 ± 0.99% 85.13 ± 0.62% 83.46 ± 0.92% 88.46 ± 0.57%

In
ductive

CTM (Li et al. 2019b) Metric ResNet18 62.05± 0.55% 78.63± 0.06% 64.78± 0.11% 81.05± 0.52%
ALFA (Baik et al. 2020) Optimization ResNet12 59.74± 0.49% 77.96± 0.41% 64.62± 0.49% 82.48± 0.38%
sparse-MAML (von Oswald et al. 2021) Optimization Conv4 56.39± 0.38% 73.01± 0.24% − −
Neg-Cosine (Liu et al. 2020) Pre-training ResNet12 63.85± 0.81% 81.57± 0.56% - -
P-Transfer (Shen et al. 2021) Pre-training ResNet12 64.21± 0.77% 80.38± 0.59% - -
Meta-UAFS (Zhang et al. 2021b) Pre-training ResNet12 64.22± 0.67% 79.99± 0.49% 69.13± 0.84% 84.33± 0.59%
RestoreNet (Xue and Wang 2020) Pre-training ResNet12 59.28± 0.20% - - -
ClassifierBaseline (Chen et al. 2020) Pre-training ResNet12 61.22 ± 0.84% 78.72 ± 0.60% 69.71 ± 0.88% 83.87 ± 0.64%
MetaNODE (ours) Pre-training ResNet12 66.07 ± 0.79% 81.93 ± 0.55% 72.72 ± 0.90% 86.45 ± 0.62%

Table 1: Experiment results on miniImageNet and tieredImageNet. The best results are highlighted in bold.

Setting Method CUB-200-2011
5-way 1-shot 5-way 5-shot

Trans
ductive

EPNet 82.85± 0.81% 91.32± 0.41%
ECKPN 77.43± 0.54% 92.21± 0.41%
ICI 87.87% 92.38%
LaplacianShot 80.96% 88.68%
BD-CSPN 87.45% 91.74%
RestoreNet 76.85± 0.95% -
MetaNODE (ours) 90.94 ± 0.62% 93.18 ± 0.38%

In
ductive

RestoreNet 74.32± 0.91% -
Neg-Cosine 72.66± 0.85% 89.40± 0.43%
P-Transfer 73.88± 0.87% 87.81± 0.48%
ClassifierBaseline 74.96± 0.86% 88.89± 0.43%
MetaNODE (ours) 80.82 ± 0.75% 91.77 ± 0.49%

Table 2: Experiment results on CUB-200-2011.

layer for the output layer. ELU (Clevert, Unterthiner, and
Hochreiter 2016) is used as the activation function.
Training details. Following (Chen et al. 2020), we use an
SGD optimizer to train the feature extractor for 100 epochs.
In the meta-training phase, we train the Neural ODE-based
meta-optimizer 50 epochs using Adam with a learning rate
of 0.0001 and a weight decay of 0.0005, where the learning
rate is decayed by 0.1 at epochs 15, 30, and 40, respectively.
Evaluation. Following (Chen et al. 2020), we evaluate our
method on 600 randomly sampled episodes (5-way 1/5-shot
tasks) from the novel classes and report the mean accuracy
together with the 95% confidence interval. In each episode,
we randomly sample 15 images per class as the query set.

4.3 Experimental Results
We evaluate our MetaNODE-based prototype optimization
framework and various state-of-the-art methods on general
and fine-grained few-shot image recognition tasks. Among
these methods, ClassifierBaseline, RestoreNet, BD-CSPN,
SIB, and SRestoreNet are our strong competitors since they
also focus on learning reliable prototypes for FSL.
General Few-Shot Image Recognition. Table 1 shows
the results of various evaluated methods on miniImagenet
and tieredImagenet. In transductive FSL, we found that (i)
MetaNODE outperforms our competitors (e.g., BD-CSPN,

SIB, SRestoreNet) by around 2% ∼ 7%. This is because we
rectify prototypes in a continuous manner; (ii) MetaNODE
achieves superior performance over other state-of-the-art
methods. Different from these methods, our method focuses
on polishing prototypes instead of label propagation or loss
evaluation. These results verify the superiority of MetaN-
ODE; (iii) the performance improvement is more conspicu-
ous on 1-shot than 5-shot tasks, which is reasonable because
the prototype bias is more remarkable on 1-shot tasks.

In inductive FSL, our MetaNODE method outperforms
ClassifierBaseline by a large margin, around 3% ∼ 5%, on
both datasets. This means that our method introducing a
Neural ODE to polish prototype is effective. MetaNODE
outperforms our competitors (i.e., RestoreNet) by around
7%, which validates the superiority of our manner to rec-
tify prototypes. Besides, MetaNODE achieves competitive
performance over other state-of-the-art methods. Here, (i)
different from the metric and optimization methods, our
method employs a pre-trained feature extractor and focuses
on polishing prototype; (ii) compared with other pre-training
methods, our method focuses on obtaining reliable proto-
types instead of fine-tuning feature extractors for FSL.
Fine-Grained Few-Shot Image Recognition. The results
on CUB-200-2011 are shown in Table 2. Similar to Table
1, we observe that MetaNODE significantly outperforms the
state-of-the-art methods, achieving 2% ∼ 6% higher accu-
racy scores. This further verifies the effectiveness of MetaN-
ODE in the fine-grained FSL task, which exhibits smaller
class differences than the general FSL task.

4.4 Statistical Analysis
Does MetaNODE obtain more accurate prototypes? In
Table 3, we report the cosine similarity between initial (op-
timal) prototypes, i.e., p(0) (p(M)) and real prototypes on
5-way 1-shot tasks of miniImagenet. The real prototypes are
obtained by averaging the features of all samples xi ∈ S∪Q
by following (Liu, Song, and Qin 2020). The results show
that MetaNODE obtains more accurate prototypes, which is
because MetaNODE regards it as an optimization problem,
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Methods Initial Prototypes Optimal Prototypes
BD-CSPN 0.64 0.75
SRestoreNet 0.64 0.85
ProtoComNet 0.64 0.91
MetaNODE 0.64 0.93

Table 3: Experiments of prototype bias on miniImagenet.

Methods Averaged Gradient Infered Gradient
SIB 0.0441 0.0761
MetaNODE 0.0441 0.1701

Table 4: Experiments of gradient bias on miniImagenet.

and solves it in a continuous dynamics-based manner.
Does MetaNODE alleviate gradient bias? In Table 4, we
randomly select 1000 episodes from miniImageNet, and
then calculate the cosine similarity between averaged (in-
ferred) and real gradient. Here, the averaged and infered gra-
dients are obtained by Eq. 6 and GradNet, respectively. The
real gradients are obtained in Eq. 6 by using all samples. We
select SIB as the baseline, which improves GDA by inferring
the loss value of unlabeled samples. It can be observed that
MetaNODE obtains more accurate gradients than SIB. This
is because we model and train a meta-learner from abundant
FSL tasks to directly estimate the continuous gradient flows.
Can our meta-optimizer converge? In Figure 4(a), we ran-
domly select 1000 episodes (5-way 1-shot) from miniIma-
geNet, and then report their test accuracy and loss from in-
tegral time t = 1 to 45. It can be observed that our meta-
optimizer can converge to a stable result when t = 40.
Hence, M = 40 is a default setting in our approach.
How our meta-optimizer works? We visualize the proto-
type dynamics of a 5-way 1-shot task of miniImagenet, in
Figure 4(b). Note that (1) since there is only one support
sample in each class, its feature is used as the initial pro-
totypes; (2) the curve from the square to the star denotes
the trajectory of prototype dynamics and its tangent vector
represents the gradient predicted by our GradNet. We find
that the initial prototypes marked by squares flow to op-
timal prototypes marked by stars along prototype dynam-
ics, much closer to the class centers. This indicates that our
meta-optimizer effectively learns the prototype dynamics.

4.5 Ablation Study
Is our meta-optimizer effective? In Table 5, we analyzed
the effectiveness of our meta-optimizer. Specifically, in in-
ductive FSL setting, (i) we remove our meta-optimizer as a
baseline; (ii) we add the MetaLSTM meta-optimizer (Ravi
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Figure 4: Visualization of Neural ODE on miniImagenet.

Method 5-way 1-shot 5-way 5-shot
(i) Baseline 61.22 ± 0.84% 78.72± 0.60%
(ii) + MetaLSTM 63.85 ± 0.81% 79.49 ± 0.65%
(iii) + ALFA 64.37 ± 0.79% 80.75± 0.57%
(iv) + Neural ODE 66.07 ± 0.79% 81.93 ± 0.55%
(v) + Neural ODE + QS 77.92 ± 0.99% 85.13± 0.62%

Table 5: Analysis of meta-optimizer on miniImagenet. QS
denotes unlabeled (query) samples from query set Q.

Method 5-way 1-shot 5-way 5-shot
(i) MetaNODE 77.92 ± 0.99% 85.13 ± 0.62%
(ii) w/o ensemble 75.34 ± 1.10% 84.00 ± 0.53%
(ii) w/o attention 75.10 ± 0.98% 83.90 ± 0.56%
(ii) w/o exponential decay 76.02 ± 1.17% 84.16 ± 0.64%

Table 6: Analysis of GradNet components on miniImagenet.

and Larochelle 2017) on (i) to optimize prototypes; (iii)
we replace MetaLSTM by the ALFA (Baik et al. 2020) on
(ii); (iv) different from (iii), we replace MetaLSTM by our
MetaNODE; and (v) we further explore unlabeled samples
on (iv). From the results of (i)∼ (iv), we observe that: 1) the
performance of (ii) and (iii) exceeds (i) around 1% ∼ 3%,
which means that it is helpful to leverage the existing meta-
optimizer to polish prototypes and validates the effective-
ness of the proposed framework. 2) the performance of (iv)
exceeds (ii) ∼ (iii) around 2% ∼ 3%, which shows the su-
periority of our MetaNODE meta-optimizer. This is because
MetaNODE regards the gradient flow as meta-knowledge,
instead of hyperparameters like weight decay. Finally, com-
paring the results of (iv) with (v), we find that using unla-
beled samples can significantly enhance MetaNODE.
Are these key components (i.e., ensemble, attention, and
exponential decay) effective in GradNet? In Table 6, we
evaluate the effect of these three components. Specifically,
(i) we evaluate MetaNODE on miniImagenet; (ii) we remove
ensemble mechanism on (i), i.e., H = 1; (iii) we remove at-
tention mechanism on (i); (iii) we remove exponential decay
mechanism on (i). We find that the performance decreases by
around 1% ∼ 3% when removing these three components,
respectively. This result implies that employing these three
key components is beneficial for our MetaNODE.

5 Conclusion
In this paper, we propose a novel meta-learning based proto-
type optimization framework to obtain more accurate pro-
totypes for few-shot learning. In particular, we design a
novel Neural ODE-based meta-optimizer to capture the con-
tinuous prototype dynamics. Experiments on three datasets
show that our model significantly obtains superior perfor-
mance over state-of-the-art methods. We also conduct ex-
tensive statistical experiments and ablation studies, which
further verify the effectiveness of our method.
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