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Abstract

Humans usually have conversations by making use of prior
knowledge about a topic and background information of the
people whom they are talking to. However, existing conversa-
tional agents and datasets do not consider such comprehensive
information, and thus they have a limitation in generating the
utterances where the knowledge and persona are fused prop-
erly. To address this issue, we introduce a call For Customized
conversation (FoCus) dataset where the customized answers
are built with the user’s persona andWikipedia knowledge. To
evaluate the abilities to make informative and customized ut-
terances of pre-trained language models, we utilize BART and
GPT-2 as well as transformer-based models. We assess their
generation abilities with automatic scores and conduct human
evaluations for qualitative results. We examine whether the
model reflects adequate persona and knowledge with our pro-
posed two sub-tasks, persona grounding (PG) and knowledge
grounding (KG). Moreover, we show that the utterances of our
data are constructed with the proper knowledge and persona
through grounding quality assessment.

Introduction
A person who is asked by a vegetarian to suggest a restau-
rant in New York City would not usually recommend Wolf-
gang’s Steakhouse. When people give information to others,
they consider the background of the person whom they are
talking to. Following this manner of humans’ conversation, a
conversational agent’s ability to have a conversationwith cus-
tomized answers from prior knowledge and user’s personal
information is crucial for satisfying the users. For example,
as exemplified in Figure 1, the answer that considers both
the user’s persona and knowledge is much more attractive as
well as informative.

Research for human-machine dialog has achieved signifi-
cant success recently, owing to the advance of diverse dialog
datasets (Adiwardana et al. 2020; Zhang et al. 2019b; Shuster
et al. 2019; Li et al. 2017; Lowe et al. 2015) and pre-trained
languagemodels (Raffel et al. 2019; Clark et al. 2020; Brown
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Figure 1: Objective of FoCus dataset. In contrast to the gen-
eral answer, which only gives basic information, the ma-
chine’s answer of FoCus dataset is more knowledgeable and
customized, reflecting both knowledge and persona.

et al. 2020). Despite the remarkable success, the model’s
ability to give knowledge-grounded answers reflecting user’s
personal information remains largely limited.

There exist several datasets and models that consider
the user’s persona, such as preference, interest or experi-
ence (Majumder et al. 2020; Xu et al. 2020; Wu et al. 2019;
Zhang et al. 2018; Rashkin et al. 2018; Shuster et al. 2018; Li
et al. 2017; Joshi, Mi, and Faltings 2017), which contributes
to building an agent that can talk about the user’s feelings and
interests. Though the dialog agent can access to the persona,
the absence of knowledge often limits its ability of generating
answers with specialized knowledge.

Meanwhile, to build a dialog agent that generates more
knowledgeable answers, datasets with the informative an-
swers have been released (Dinan et al. 2018; Zhou, Prabhu-
moye, and Black 2018). In these datasets, the dialog agents
learn to retrieve the required knowledge from the document.
However, these datasets do not consider the user’s persona,
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Figure 2: Example dialog between Human and Machine in FoCus dataset. The Human first asks about the landmark and the
Machine then generates the answer considering the user’s persona and Wikipedia knowledge. Answers can be made only with
Wikipedia knowledge or both persona and Wikipedia knowledge. For instance, the third answer provides information about the
size of the island only with knowledge. However, the second answer reflects both persona and knowledge.

which restrict generating customized answers. Providing a
large amount of knowledge without considering the user’s
background may result in giving the user useless informa-
tion because people may need different types of knowledge,
depending on their interests.

For the ability to make use of both persona and knowledge,
there have been a few attempts to blend them (Smith et al.
2020; Roller et al. 2020). However, they merely stitch up the
existing datasets, thus the models process only one source
at a time, not both of them. Little work had been done on
fusing the persona and knowledge into the utterances, thus
there could not be sufficient conditions to build customized
and intelligent conversational agents.

In this work, we introduce a new dataset, call For Cus-
tomized conversation dataset1 (called FoCus), that supports
knowledge-grounded answers that reflect user’s persona. One
of the situations in which people need different types of
knowledge, based on their preferences, occurs when they
travel around the world. As the knowledge of the land-
mark encompasses the range of history, design, structure,
usage, tourism, and geological information, the diversity of
the knowledge ensures. Inspired by this situation, we built
a dataset where the agent informs the knowledge about the
geographical landmark considering the user’s persona.

Our contributions are as follows:
• We present the FoCus dataset in which the utterances
contain both knowledgeable and customized answers for
the first time.
1http://github.com/pkchat-focus/FoCus

• We propose the baseline generative models trained on our
dataset and evaluate them with the automatic scores and
conduct human evaluation in respect to the generation
abilities.

• We provide two sub-tasks to measure the grounding
ability, such as persona grounding (PG) and knowledge
grounding (KG).

FoCus Dataset
To cover the diverse domain of a specific topic, we put the di-
alog under the setting of talking about Wikipedia knowledge
on geographical landmarks. As the document of given land-
marks provides various information of diverse domain, our
dataset is well applicable to situations where the specialized
knowledge is required. In this section, we describe the data
collection process and analysis of the collected data. Also,
we show three types of customized answers observed in our
dataset.

Dataset Creation
We collected the conversations about the geographical land-
mark guidance through Amazon Mechanical Turk (AMT)2.
For the topic of dialogs, we selected a landmark fromGoogle
Landmarks Dataset v2 (GLDv2) (Weyand et al. 2020). There
are 5,316Wikipedia pages on diverse landmarks, which have
over 8,000 characters of contents to have abundant topics in-
cluding history, design, tourism, and structures, and etc. For

2We gave the qualification test to the workers for a high-quality
dataset and paid 166 qualified workers $5.5 for a single dialog.
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Knowledge Source Persona Source # Dialogs # Average Turns # Utterances
Wizard of Wikipedia (Dinan et al. 2018) 3 7 22,311 9.0 201,999

CMU-DoG (Zhou, Prabhumoye, and Black 2018) 3 7 4,112 31.0 130,000
PERSONA-CHAT (Zhang et al. 2018) 7 3 10,907 14.0 164,356

FoCus (Ours) 3 3 14,452 11.99 173,424

Table 1: Comparison of our FoCus dataset with other datasets. Our dataset is composed of 14,452 dialogues, which has 12
average turns, with 173,424 utterances. The utterances of FoCus dataset consider both knowledge and persona sources.

the persona sentences, we have 27,170 unique persona sen-
tences related to landmarks’ keywords implying its diversity.
We provided a corresponding Wikipedia page as a knowl-
edge source to the workers. To select out the pages with
abundant descriptions about diverse aspects of the topic We
only adopted the pages of which the number of the charac-
ters is over 8,000. The workers were instructed with two-step
data creation procedure: Step 1. Make a Persona and Step
2. Make a Dialog.

Step 1. Make a Persona. In the FoCus dataset, we de-
fine persona, described by five sentences, as a personal
background which can be any sentence about experience,
preference, possession, hobby or interest. The workers were
instructed to choose their own avatar and landmark. Then
they make a virtual personal background regarding the land-
mark. To encourage the workers to generate topic-relevant
persona, we let them to extract the keywords in the given
Wikipedia page and make the persona sentences by means of
the keywords. By creating persona based on the keywords,
the topic and persona become closely related, which leads
to more engaging dialog, as exemplified in Figure 2. Mean-
while, the workers were also allowed to create topic-agnostic
persona sentences.

Step 2. Make a Dialog. After creating persona sentences,
the workers were instructed to make a dialog by considering
both persona and landmark knowledge. Unlike procedures
done in previous datasets (Dinan et al. 2018; Zhang et al.
2018), they were instructed to make a multi-round dialog
alone by alternating roles of human and machine, which en-
ables more consistent and natural dialogs. We conducted the
pilot study on the settings of creating dialog and concluded
that the data from the single-person setup had high quality,
especially in fusing persona and knowledge. As the person
who asks the question knows better what knowledge one
needs than the other person, the data from the single-person
setup provided relevant and more customized answers.

To make customized and knowledgeable utterances, we
gave the situation where the human asks a question regarding
the landmark to the workers. In this situation, the machine
answers the question by considering both knowledge and
persona or only knowledge. As the human asks a question
about the landmark which requires specialized knowledge to
be answered, persona-only answer does not appear, which
cannot give knowledgeable information to the user. For the
first turn, we randomly gave one of the pre-generated ques-
tions so as to help the workers to smoothly start the first
utterance of the dialog.

In addition, we also collected the grounding sources of
machine’s answers by letting the workers mark the sources
they used, from persona or knowledge, when making an-
swers. For instance, if they used persona, corresponding
persona sentence was marked, and if they used Wikipedia
knowledge, they indicate the referenced sentences in the
Wikipedia page. These grounding information is used to
evaluate the ability of models to ground the sources of
their answers. The grounding abilities of the models can
be quantitatively measured by proposed persona grounding
(PG) and knowledge grounding (KG) sub-tasks, which will
be described in the Experiments section.

Dataset Analysis
We report the comparison between our dataset and others
with detailed statistics. In addition, characteristics of the cus-
tomized answers in our dataset are analyzed.

Dataset Statistics Wefinally collected 14,452 dialogswith
about 6 rounds per dialog on average. A comparison of our
FoCus dataset with others is shown in Table 1, including
the number of dialogs, average turns, utterances, and data
sources used. We split the collected data into train, valid
and test sets. The average length of the machine’s utterances,
which is about 141.13 in the train set, is much longer than
that of the human’s, which is about 40.94. It is because the
machine provides the specialized knowledgewhen answering
the question. Also, 44,518 of knowledge-only answers and
42,186 of persona-knowledge answer. The detailed statistics
of our dataset are summarized in Table 2.

Types of Customized Answers The machine’s answers
can be categorized into three types according to their intent,
i.e., Inform,Confirm, and Suggest.We describe the character-
istics of each intent type. Note that Utt. stands for Utterances.

Train Valid Test
# Dialogs 11,562 1,445 1,445

# Average Rounds 6.00 6.00 5.99
Avg. Length of Human’s Utt. 40.94 40.89 41.08
Avg. Length ofMachine’s Utt. 141.13 145.42 146.67
# Knowledge-Only Answer 35,580 4,501 4,437

# Persona-Knowledge Answer 33,792 4,169 4,225
# Landmarks 5,082 1,305 1,299

Table 2: Statistics of FoCus dataset.
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Inform. The answers that do not reflect the persona could
be classified into Inform, which is similar to types of previous
dialog datasets (Zhou, Prabhumoye, and Black 2018). This
type of answers only utilizes the knowledge when making an
answer. As exemplified in Figure 2, the answer that provides
the size of the island is one of the examples.

Confirm. The intent of Confirm is to rephrase the user’s
persona and express the consent to it, as depicted in the first
answer in Figure 2 . The answer of the machine confirms the
user’s preference for visiting Singapore. This type of answer
is relatively more engaging than the answers with the Inform
intention, as the given persona sentences are reflected. They
are similar to the answers from Zhang et al. (2018). However,
these answers still have a limited range, and the persona is
not deeply utilized in the answers.

Suggest. Unlike above two types of answers, the answers
with Suggest type recommends additional information that
the users might like and enjoy or not suggest certain knowl-
edge that users might hate or uncomfortable. This kind of
answers give customized knowledge to the user by consid-
ering their persona, and they have not been introduced in
other datasets. For example, the machine’s answer that rec-
ommends the Universal Studios, because the user enjoys at-
tractions during a tour, has the Suggest intention.

Model
We introduce the baseline models trained on our FoCus
dataset, consisting of a retrieval module and a dialog mod-
ule. The retrieval module retrieves the knowledge paragraphs
related to a question, and the dialog module generates utter-
ances of the machine by taking the retrieved knowledge para-
graphs, human’s persona, and previous utterances as inputs.
An overview of our model is depicted in Figure 3.

Notation
The FoCus dataset is comprised of # dialogs and
each dialog is composed of ' rounds such that � =

{(Dℎ1 , D
<
1 ), ..., (D

ℎ
'
, D<
'
)} with the utterances of human Dℎ

and machine D<. The dialog is given with the correspond-
ing persona and landmark knowledge. The human’s persona
is denoted as %, and knowledge documents about landmark
are indicated as  . We further define the candidate sets of
persona and knowledge, �% and � , respectively, which are
given at every turn and composed of the ground truth an-
swers and distracting answers. Such candidates can be used
to improve the grounding ability of agent by learning to se-
lect a ground truth answer among them, and more details are
in Experiments section. The number of candidates of�% and
� are � and (, respectively.

Retrieval Module
To avoid excessive memory consumption, we present a re-
trieval module that enables narrowing the Wikipedia docu-
ment down to five paragraphs  ′, which are related to the
given utterance of human Dℎ . Among KNN (Fix and Hodges
1989), TF-IDF (Salton and Buckley 1988) and dense passage
retrieval methods, we choose the TF-IDF score to retrieve the

most related top 5 passages for the fast and efficient compu-
tation. To ensure its retrieval capability, BERTscore (Zhang
et al. 2019a) is used to estimate howmuch the retrieved para-
graphs are semantically similar to the gold knowledge. Note
that the gold knowledge is reconstructed by the workers with
their chosen sentences from the givenWikipedia paragraphs.
The average BERTscore between the gold knowledge and the
top 1 paragraph is about 83%,which is a relatively high score.
As a result, TF-IDF score is used to choose five paragraphs,
 ′, from the given knowledge document  which is utilized
as the knowledge source for the answer, as shown in Figure
3. We calculate term frequency-inverse document frequency
(TF-IDF) similarity score between the last question of hu-
man and possible knowledge paragraphs after the evaluation
on the retrieved paragraph. The average token number of re-
trieved passages is about 132, and only the first 150 tokens
are used as inputs.

Dialog Module
After selecting relevant knowledge paragraphs, the model
first generate context-relevant representations to obtain the
vectors that is highly relevant to the given knowledge, per-
sona, and history. The representations are used to select the
persona and knowledge from �% and � , respectively. Cho-
sen knowledge and personas are then concatenated with the
dialogue history and then fed into the language modeling
along with the machine’s answer. Consequently, our training
objectives are composed of language modeling for persona
grounding, knowledge grounding and utterance generation
among the given persona and knowledge candidates, �% and
� , which is trained in a multi-task learning (MTL) fash-
ion (Ruder 2017; Zhang and Yang 2021). The number of
candidates, � and (, are 5 and 10 respectively.

Context-Relevant Representation. Dialog module first
makes a Context Relevant representation (�') of the cur-
rent dialog turn. Chosen knowledge paragraphs  ′ and a
concatenation of persona and history [%;*] are given as
inputs. They are encoded by transformer, resulting ) ( ′)
and ) ( [%;*]) respectively, where ) denotes a transformer
model. Then,) ( ′) is updated with the attention (Bahdanau,
Cho, and Bengio 2014) mechanisms and concatenated with
) ( [%;*]) resulting in the final representation �'.

Persona Grounding. To make a model that reflects the
proper persona of the human when making answers, the
model learns which persona to utilize, given the �' rep-
resentation. As multiple persona sentences or none of them
could be in the ground-truth answers, we train our model
to discriminate each persona sentence to be used among the
persona candidates. The special tokens are added to the each
candidates.We utilize them by concatenating�' and the last
hidden state representations of the special tokens from each
candidate. The loss function is defined as follows:

!%� = −
�∑
9=1
(@∗9 log Prob( [�'; ℎ(? 9 )])

+ (1 − @∗9 )log (1 − Prob( [�'; ℎ(? 9 ]))),
(1)
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Figure 3: Overview of model architecture. The retrieval module selects five paragraphs  ′ from the documents of the given
landmark. It goes through Transformers and is updated with attention mechanism. It is concatenated with the representation
of Transformer-encoded sequence of persona and history, depicted as a cross in a circle. The CR is trained for the grounding
tasks, and chosen persona and knowledge (%̂ and  ̂) from the given candidate sets (�% and � ) are used to train the model’s
generation competence.

with @∗
9
denoting a label defined as 1 if 9-th persona sentence

is ground-truth, 0 otherwise. ℎ(? 9 ) is the last hidden state
representation of the special token of ? 9 . Prob( [�'; ℎ(? 9 )])
is the estimated probability of the models.

Knowledge Grounding. The model also learns to use
knowledge grounding to generate informative answers. The
� consists of the ground-truth sentence and distracting can-
didates that are from the documents of different landmark.
Given knowledge candidates at each round, the model is
trained to choose one knowledge item that is expected to be
used to answer the question by concatenating �' and the
last hidden state representations of the special tokens from
knowledge candidates:

! � = −
(∑
B=1

@∗Blog Prob( [�'; ℎ(:B)]), (2)

with @∗B denoting a label defined as 1 if B-th knowledge
paragraph is ground-truth, 0 otherwise. ℎ(:B) is the last
hidden state representation of the special token of :B .
Prob( [�'; ℎ(:B)]) is the estimated probability of the mod-
els.

Language Modeling. To build a generative agent, we
model themachine’s utterances in an auto-regressivemanner.
We consider two types of model structures, that are decoder-
only and encoder-decoder. Following the previous works of
Jelinek (1980); Bengio et al. (2003), the language modeling
loss function is defined such that

!!" = −
�∑
8=1

log Prob(G8 |E, G1, ..., G8−1), (3)

where Prob(·) denotes a probability of the langauge model,
G8 is 8-th token of D<, � is the number of tokens and E

stands for the sequence [ ̂; %̂;*] with concatenation of  ̂ ,
%̂, and*.  ̂ and %̂ are the predicted candidates by the model
in the knowledge grounding (KG) and persona grounding
(PG) tasks respectively. Note that in the decoder-only model,
[ ̂; %̂;*] are defined as the sequence of previous tokens,
while they are used as the encoder inputs in the encoder-
decoder model.

Full Objectives. The entire loss function aims to minimize
the negative log-likelihood of language modeling and sub-
tasks as in (Radford et al. 2019; Wolf et al. 2019). The full
training objectives are defined as follows:

! = _%�!%� + _ �! � + _!" !!" , (4)

where _ controls the proportion of each task during the train-
ing. In the experiments, _!" , _%� , and _ � were set to 10,
1 and 1, respectively. _ is chosen by the manual search.

Experiments
In this section we describe all the details of experiments
including baselines, training settings and evaluation.We also
analyze the experimental results and human evaluation of the
dialog models trained on our dataset.

Language Model Baselines
We first describe the baseline language models, including
transformer decoder, transformer encoder-decoder, GPT-2
and BART. By being trained with multi-tasks, those models
are able to choose which persona and knowledge to use, as
well as generate utterances. We implement the models based
on the source code of HuggingFace’s transformers (Wolf
et al. 2020, 2019).
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Models Generation Grounding (Acc.)
PPL chrF++ BLEU R-1 R-2 R-L Persona Knowledge

Decoder +PG +KG 228.69 0.1565 3.53 22.41 4.78 18.60 67.83 64.28
Enc-Dec +PG +KG 428.75 0.1345 2.79 18.45 2.81 14.80 67.83 64.52
GPT-2 17.42 0.1942 5.97 26.61 9.73 23.13 65.50 10.71
GPT-2 +PG 18.45 0.2221 5.63 25.56 9.12 22.20 67.83 9.25
GPT-2 +KG 10.73 0.2875 11.29 36.35 19.89 32.35 45.61 71.33
GPT-2 +PG +KG 11.45 0.2777 10.65 35.26 18.82 31.33 67.83 70.95
BART 26.55 0.1982 5.70 25.67 8.90 21.70 67.49 14.05
BART +PG 26.54 0.1932 5.36 25.35 8.43 21.40 67.83 14.75
BART +KG 15.84 0.2946 11.64 36.19 19.90 31.84 53.78 73.00
BART +PG +KG 23.25 0.2887 11.28 35.35 19.12 31.06 67.83 71.70

Table 3: Experimental results of the baseline models on the test set. The models are evaluated by generation metrics, including
perplexity (PPL), chrF++, SacreBLEU, ROUGE-1 (R-1), ROUGE-2 (R-2) and ROUGE-L (R-L), and accuracy for persona
grounding task and knowledge grounding task.

Transformer-based Models. We train the models with a
transformer (Vaswani et al. 2017) structure. Both decoder-
only model and encoder-decoder model are used to generate
the utterances. To evaluate the effectiveness of pre-training,
we set transformer layers to have the same structure with the
following pre-trained language models.

Pre-trained Language Models. We adopt GPT-2 (Rad-
ford et al. 2019) and BART (Lewis et al. 2019) as pre-trained
decoder-only and pre-trained encoder-decoder models, re-
spectively, which are known to show remarkable perfor-
mances in language generation by training a colossal number
of parameters on a massive corpus.

Experimental Setup
We train GPT-2(<0;; , which has 12 layers and 12 atten-
tion heads with 768 embedding dimensions, and BART�0B4,
which has 6 layers each in both the encoder and decoder, and
12 attention heads with 768 embedding dimensions. We use
a batch size of 4 with a gradient accumulation of 32. Adam
optimizer is used, and the learning rate is set as 6.25e-5,
where V1 = 0.9, V2 = 0.999 with linear decay. For the hy-
perparameter settings, we adopt the initial hyperparameters
from the models trained on PERSONA-CHAT (Zhang et al.
2018) andWizard-of-Wikipedia (Dinan et al. 2018) datasets.
Among the candidates, we choose the hyperparameters that
showed the best performance. Fine-tuning them on the entire
data with 2 epochs takes approximately 10 hours with one
RTX-8000 GPU. For the utterance generation, we use the
nucleus sampling with top-p = 0.9 and sampling temperature
with 0.7. The maximum sequence length is set to 20. Gener-
ation and grounding evaluation takes about 30 minutes.

Automatic Score Evaluation
To evaluate model’s ability to give fluent, attractive and in-
formative utterances, sub-tasks for measuring the ability of
generating customized responses (generation) and discrimi-
nating which source to reflect (grounding) are provided.

Task 1 - Generation. To evaluate the generation compe-
tence, the perplexity (PPL) is used to measure the fluency
as in other generation tasks (Zhang et al. 2018; Dinan et al.
2018). The chrF++ (Popović 2017) score, SacreBLEU(Post
2018), and recall-oriented understudy for gisting evaluation
(ROUGE-1-F, ROUGE-2-F, ROUGE-L-F) (Lin 2004) are
adopted to assess how close the generated answer is to the
original answer.

Task 2 - Grounding. In addition, we evaluate the mod-
els’ grounding abilities by our proposed PG and KG tasks,
which enable us to test whether the models choose the proper
persona and knowledge among the given candidates to gen-
erate an answer. As an answer of the machine that utilizes
different persona and knowledge at each turn, we provide
the persona candidates and knowledge candidates for every
round. Whereas �% consists of five given persona sentences,
� includes the ground-truth sentences of Wikipedia and
distracting candidates that have the same number of sen-
tences from the other documents on different landmarks.
We measure the accuracy of persona grounding and knowl-
edge grounding persona selection and knowledge selection
respectively.

Analysis. As shown in Table 3, we experiment with
transformer-based decoder model, encoder-decoder model,
GPT-2 and BART. We analyze their generation abilities on
the test set. Out of the transformer-basedmodels, the decoder-
only model shows higher generation performance than the

Model Rank Fluency Engagement Consistency
Human 1.05 (0.31) 4.15 (1.54) 4.08 (1.53) 4.06 (1.47)
GPT-2 2.64 (0.48) 2.85 (0.93) 2.95 (0.98) 2.76 (0.99)
BART 2.31 (0.52) 3.13 (1.14) 3.18 (1.08) 3.10 (1.04)

Table 4: Human evaluation. The models trained with PG and
KG are evaluated their utterances compared to the gold data
of human. The value in the parenthesis indicates standard
deviation of the scores.
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Persona
1. I live in a building
2. I find heritage-listed buildings interesting
3. I am from Australia
4. I have never been to Queensland
5. I wish to visit Queensland
Landmark
https://en.wikipedia.org/wiki/Thorps_Building
Dialog
Human : Cool! What is it?
(1) BART : The is a beautiful urban burial ground that con-
tains a collection of highly intact funerary monuments and
furniture dating
(2) BART +KG : This is Thorps Building, a heritage-listed
commercial building.
(3) BART +PG : It is a historic burial ground located in
Australia where you are from.
(4) BART +PG +KG : It is a heritage-listed commercial
building, you may have heard of it since you are a fan

Table 5: An example of conversations between human and
BART�0B4. (1) generates fluent utterance, but it is not closely
related to the given persona and knowledge. (2) makes an
informative answers, and (3) generates more user-aware an-
swer. (4) seems to generate the most plausible utterance by
fusing both persona and knowledge.

encoder-decoder model. In the grounding task, they show
comparable performances. GPT-2(<0;; andBART�0B4 mod-
els are adopted as pre-trained language models, and they are
trained to generate the machine’s utterances. To investigate
the effectiveness of the grounding task, we additionally train
the models with or without two grounding sub-tasks. In the
generation task, the language models trained with knowledge
grounding (KG) task show high scores, especially BART
trained with KG is the highest on the most of generation
scores. However, their persona grounding (PG) accuracy is
lower than others, which means that they are not good at
choosing proper persona for each turn. The language models
trained with both PG and KG show slightly lower but com-
parable performances in the generation task and, but they
show competent scores in both of two grounding sub-tasks.
Since all the results are rounded to two decimal point, num-
bers from PG seem to be the same. The best results of PG
are converged to a certain number and it indicates the upper
bound of the baseline models. Also, our experimental results
indicate that the high automatic score on the generation task
does not always guarantee the high grounding ability. The
experiments suggest the need of versatile generative mod-
els that are able to not only make fluent utterances, but also
select proper sources and fuse them competently.

Human Evaluation
To evaluate the fluency, engagement, and consistency in the
utterances of machine on a numerical scale from 1 to 5,
we randomly selected 20 dialogues generated by the mod-
els which are in the test set. We set up three questions and
specified the level of answers with likert scale (Likert 1932).
In addition, we asked human evaluators, the MTurk workers

Answer Type Well-grounded utterances (%)
Knowledge-only 98.94
Knowledge-Persona 94.52

Table 6: Grounding quality assessment. The numbers indi-
cate the proportions of the well-grounded utterances with
knowledge, and both knowledge and persona respectively.

3, to rank the each examples in order of which conversa-
tion shows the most human-like utterances by the machine
following Cho and May (2020). Rank is scaled from 1 to 3
and the lower number indicates the better quality. The survey
results are shown in Table 4. The gold data made by human
shows the best scores on all criteria of fluency, engagement
and consistency, which ranks first. AmongGPT-2 and BART,
note that they are trained on PK and KG, BART is shown to
outperform GPT-2 on the all criteria. The result shows that
the quality of the gold data surpasses the models’ generation.
In spite of the pre-trained models’ massive parameters and
their abilities, their responses, given the context, are much
less engaging, fluent and consistent than those of humans
which means that our dataset is considerably challenging.

Grounding Quality Assessment
With the human evaluators, we evaluate the grounding qual-
ity of the dataset. We asked the workers to assess whether
the answers in each utterance included Wikipedia knowl-
edge or both Wikipedia knowledge and persona sentences.
We had each dialogs evaluated by five independent workers
4 with the randomly selected 200 dialogs in our dataset. The
results in Table 6 shows the proportions of well grounded ut-
terances. The proportions of well-grounded utterances with
knowledge-only are about 99% and and those of knowledge-
persona grounded answers are over 94%.

Related Work
To build dialog agents that can interact with people in
multi-turn conversations, several datasets have been intro-
duced (Ritter, Cherry, and Dolan 2010; Danescu-Niculescu-
Mizil and Lee 2011; Lowe et al. 2015; Wu et al. 2016; Li
et al. 2017; Mostafazadeh et al. 2017; Shuster et al. 2018;
Fan et al. 2019). Despite these datasets, the dialog agents
merely answer the question without considering the user or
specialized knowledge.

To generate customized answers to the users, attempts have
been made to endow the agent with the user’s emotion, pref-
erence, and experience (Rashkin et al. 2018; Shuster et al.
2018; Urbanek et al. 2019; Boyd et al. 2020). Zhang et al.
(2018) introduces a dataset that includes each speaker’s pref-
erence and experience, where persona sentences describing
two speakers are given. Because both speakers are only pro-
vided with persona sentences, one speaker simply confirms

3We paid 4 qualified workers $2 for a single evaluation on the
dialog.

4We paid 20 qualified MTurk workers $2 for a single evaluation
on the dialog.
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what the other speaker likes or dislikes in the dialog. Even
though agents generate answers that react or express sympa-
thy, they hardly give a document-grounded answer that fits
the user’s preference and experience.

While the user-centered dialog datasets have appeared,
datasets and agents that aim to improve the level of knowl-
edge in the answer with additional documents has been in
parallel released (Dinan et al. 2018; Zhou, Prabhumoye, and
Black 2018; Moghe et al. 2018; Qin et al. 2019; Gopalakr-
ishnan et al. 2019; Cho andMay 2020; Zhou et al. 2020; San-
thanam et al. 2020). Dinan et al. (2018) is a dialog dataset
where the agent retrieves the Wikipedia pages on diverse
topics and generates responses to the questions. Although
these data have a concept of persona, they do not contain
customized answers to the listener. Similar to Dinan et al.
(2018), Zhou, Prabhumoye, and Black (2018) introduces
a document-grounded dataset that includes specified docu-
ments from Wikipedia articles about popular movies. These
datasets mainly consist of answering the question without
considering the user’s information, and it leads to excessive
and needless answers.

There have been efforts to blend several datasets (Shuster
et al. 2019; Smith et al. 2020) to build an intelligent agent
which has multiple abilities learned from various datasets.
Despite the previous datasets, the capability of machines to
respond in a dialog is still insufficient, compared to that of
humans. Specifically, to answer a question, retrieving the
knowledge while considering the user’s background infor-
mation is beyond current dialog agent’s abilities.

Conclusion
In this work, we have introduced the FoCus dataset that con-
tains the customized responses by utilizing both persona and
the Wikipedia knowledge. To validate the effectiveness of
our dataset, we adopted and trained the language models on
the FoCus dataset. Along with the generation tasks, we eval-
uate the grounding abilities of the models with provided PG,
and KG sub-tasks. The experiments demonstrated that the
pre-trained models show high performance on the genera-
tion task, but it does not necessarily lead to high grounding
performance, and may limit in the grounding abilities. As
shown in human evaluation and grounding quality assess-
ment, our dataset is proven to be natural but complicated
for the machines to mimic. We believe our FoCus dataset
can contribute to build more human-like agents which gives
customized answers with proper knowledge. We will also
additionally annotate the type of the intents for each an-
swer to let the models learn the purpose during generating
answers. In the future, the models trained with our dataset
can be utilized in the situation where the specialized knowl-
edge is required depending on the user’s persona in the form
of personal assistants. We hope that the researches aim to
make dialog agents more attractive and knowledgeable with
grounding abilities to be explored.
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