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Abstract

Over the last few years, YouTube Kids has emerged as one of
the highly competitive alternatives to television for children’s
entertainment. Consequently, YouTube Kids’ content should
receive an additional level of scrutiny to ensure children’s
safety. While research on detecting offensive or inappropri-
ate content for kids is gaining momentum, little or no current
work exists that investigates to what extent AI applications
can (accidentally) introduce content that is inappropriate for
kids.
In this paper, we present a novel (and troubling) finding
that well-known automatic speech recognition (ASR) sys-
tems may produce text content highly inappropriate for kids
while transcribing YouTube Kids’ videos. We dub this phe-
nomenon as inappropriate content hallucination. Our analy-
ses suggest that such hallucinations are far from occasional,
and the ASR systems often produce them with high confi-
dence. We release a first-of-its-kind data set of audios for
which the existing state-of-the-art ASR systems hallucinate
inappropriate content for kids. In addition, we demonstrate
that some of these errors can be fixed using language models.

Introduction
Over the last few years, YouTube Kids has emerged as one
of the highly competitive alternatives to television for chil-
dren’s entertainment. For example, between 2015 to 2021,
the subscriber count of Ryan’s World, a highly popular
YouTube channel for kids, rose from 32K to 30.3 millions1.
With this steep viewership growth, content hosted in these
channels has received escalated scrutiny. Following recent
reports indicating occasional slip-ups in YouTube Kids’ con-
tent moderation systems, recent works have explored auto-
matic detection of inappropriate content from videos to aid
human moderation (Papadamou et al. 2020; Han and Ans-
ingkar 2020; Alghowinem 2018).
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Figure 1: Example of inappropriate content hallucination2.
A screenshot of a YouTube video taken from a popular chan-
nel Fun Kids Planet with 1.34m subscribers. The ASR (au-
tomatic speech transcription) system incorrectly transcribes
crab as crap.

While detecting offensive or inappropriate content for
specific demographics is a well-studied problem, such stud-
ies typically focus on detecting offensive content present
in the source, not how objectionable content can be (acci-
dentally) introduced by a downstream AI application. With
the growing trend of complex AI pipelines where one sub-
system’s output is another sub-system’s input, it is increas-
ingly becoming more important to acknowledge that inap-
propriate content may not always be present in the source, it
can inadvertently creep in through a downstream AI applica-
tion. Following existing literature in computer vision (Kay-
han, Vredebregt, and van Gemert 2021) and natural lan-
guage processing (Rohrbach et al. 2018; Ji et al. 2022) on
content hallucination, we call this phenomenon as inappro-
priate content hallucination. In this paper, we study the in-
teraction between YouTube Kids video content and ASR
(automatic speech recognition) systems to assess this phe-
nomenon. ASR systems have prominent use in multimedia
systems to generate transcripts for video content at scale and
have found use in a broad range of applications that include

2See the project page: https://github.com/sumeetkr/UnsafeTr
anscriptionofKidsContent, for more examples.
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Ground truth Transcription
. . . its fluffy and so so soft toy. . . . . . its fucking and so so soft toy. . .
. . . if you like this craft keep on watching until the end so you
can see related videos. . .

. . . if you like this crap keep on watching until the end so you
can see related videos. . .

. . . stretchy and sticky and now we have a crab and its green. . . . . . stretchy and sticky and now we have a crap and its green. . .

. . . duck pulls away here comes arthur mr conductor tries as hard
as duck gets a little bit of boost but its not enough. . .

. . . duck pulls away here comes arthur mr conductor tries as hard
as fuck gets a little bit of boost but its not enough. . .

. . . in order to be strong and brave like heracles. . . . . . in order to be strong and rape like heracles. . .

Table 1: Examples where ASR systems hallucinated taboo-words originally not present in the source.

call routing (Riccardi et al. 1997), transcribing meetings and
lectures (Ranchal et al. 2013), IoT appliances (Mehrabani,
Bangalore, and Stern 2015), and medical scribing (Finley
et al. 2018). Our study uncovers a disturbing pattern of (in-
advertent) introduction of inappropriate words by ASR sys-
tems while transcribing kids’ videos described through the
following illustrative example.

An Illustrative Example
Consider the real-world example from a highly popular
YouTube Kids channel presented in Figure 1. All words
present in the utterance are correctly transcribed except
for the word crab, which is incorrectly transcribed as
crap. Among the broad taxonomy of offensive/inappropri-
ate words such as profanity, slur, insults, and slang, follow-
ing developmental psychology literature on children (Jay
1992), we broadly categorize such inappropriate words as
taboo-words.

We do not know what percentage of kids use YouTube
Kids application (as opposed to YouTube) and what frac-
tion of kids watching videos turn their subtitles on while
watching the videos. However, documented evidence exists
indicating that (1) same language subtitling (Vanderplank
2016b) and captioned media in foreign language (Vander-
plank 2016a) both improve learning in children; and (2) for
children with disabilities, captions provide a critical learn-
ing resource (Vanderplank 2016a). In the example presented
in Figure 1 where every other word in the audio matches
with the transcript but the taboo-word, it is not hard to envi-
sion that there is a potential risk for kids to incorporate this
taboo-word into their vocabulary without even knowing that
it is inappropriate.

As indicated in Table 1, such hallucinations of taboo-
words are far from a one-off incident and some of the videos
containing highly inappropriate hallucinated taboo-words
could have been exposed to millions of viewers. Of course,
ASR for kids adds additional challenges and new methods
have investigated possible mitigation strategies (Wu et al.
2019; Yeung and Alwan 2018; Plantinga and Fosler-Lussier
2019). However, to our knowledge, no such study consid-
ered this novel risk of introducing unsafe content through
transcription errors. Our study thus adds value to the ongo-
ing conversation around the potential risks and harms to the
society that can be caused by over-reliance on AI systems
and applying them to a demographic potentially underrepre-
sented in the training data (in our case, kids).

Further, one key point to remember is that none of these

taboo-words were present in the actual content – they are
(accidentally) introduced by a downstream AI application.
As already mentioned, with complex and connected AI ap-
plications where outputs of one AI application may form in-
puts to others3, these inadvertently generated taboo-words
can pose unseen challenges for downstream applications.

While our first goal in this paper is to attract the attention
of the research community to this novel threat of accidental
introduction of inappropriate content through downstream
AI applications, in order to facilitate robust testing of ASR
systems, one of our key contributions is a novel data set of
challenging audio inputs in which major ASR systems hallu-
cinated taboo-words4. In addition, we demonstrate that some
of these challenging instances can be corrected using high-
performance language models.

Contributions: Our contributions are the following.
1. Social: Via a comprehensive study of 7,103 videos on 24

YouTube Kids (YTK) channels, our study indicates that
prominent ASR systems often hallucinate taboo-words in
children’s content.

2. Resource: We release a first-of-its-kind data set of
652 challenging audio inputs in which prominent ASR
systems have hallucinated taboo-words along with the
ground truth transcriptions. We release a lexicon of 1,301
taboo-words for kids that draws from developmental psy-
chology literature, a curated corpus MPAA rated movie
subtitles data set and a well-known hate lexicon.

3. Method: We present a novel application of masked lan-
guage models to fix some of these errors.

Related Work
Although transcripts generated using ASR systems lack in
terms of quality as compared to manual transcription per-
formed by human annotators, ASR systems have found
use in a broad range of applications that include call rout-
ing (Riccardi et al. 1997), transcribing meetings and lec-
tures (Ranchal et al. 2013), video subtitling (Sawaf 2012),
IoT appliances (Mehrabani, Bangalore, and Stern 2015), and
medical scribing (Finley et al. 2018). In addition to chal-
lenges such as background noise (Rajnoha and Pollák 2011)

3In fact, existing multimodal approaches (Alghowinem 2018)
have consulted ASR outputs to detect inappropriate content in
videos.

4Data set, lexicon, and additional details are available at our
project page: https://github.com/sumeetkr/UnsafeTranscriptiono
fKidsContent.
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and speech variability (Benzeghiba et al. 2007), and specifi-
cally while transcribing kids’ speeches (Wu et al. 2019; Ye-
ung and Alwan 2018; Plantinga and Fosler-Lussier 2019),
ASR systems face issues with comprehending speech where
stuttering, erratic pauses, dysarthric speech, etc. are present
(Mengistu and Rudzicz 2011).

Given the disparity in the latency between manual tran-
scription and ASR transcripts, Gaur et al. (2016) propose
allowing the transcriptionists to utilize the ASR outputs as
a starting point for their transcription work, as manual tran-
scription would otherwise take up to almost five times the
length of the audio. It was noted that this did indeed re-
duce the normalized average latency, provided that the WER
(Word Error Rate) of the ASR system was less than 30%.

Other approaches to improve the quality of the audio tran-
scripts involve grammatical correction. Several lines of work
exist that have used language models to improve ASR sys-
tems (see, e.g., (Arisoy et al. 2015; Chen et al. 2017; Shin,
Lee, and Jung 2019; Namazifar et al. 2021)). Namazifar
et al. (2021) introduced WLM-SC, a generalized version of
masked language models that uses warping, and trained the
model on data sets containing grammatical errors to become
robust to these word-level errors. WLM-SC, when used for
sentence correction, demonstrates that WLM-SC not only
improves the WER of automatic transcriptions but that of
human transcriptions as well.

Kim et al. (2019) draw a comparison between multiple
ASR systems, and manual transcription ones as well, which
outstrip the automatic ones in terms of their WER. In addi-
tion, they also attempt to find a correlation between nonver-
bal behavior cues and unintelligible speech, showing that the
variability of the speech intensity is lower when the speech
is not clear. Our work contrasts with existing research on
ASR systems in two key ways: (1) unlike traditional perfor-
mance metrics like word error rate (WER), we focus on a
potentially harmful content hallucination of ASR systems, a
phenomenon never studied before to our knowledge; and (2)
we release a novel benchmark data set of challenging hallu-
cinated examples with ground truth.

At a philosophical level, our work is closely related to
(Bender et al. 2021; Gehman et al. 2020) that explore the
potential risks associated with large opaque models, includ-
ing the lack of diversity in the data they are trained on, and
the biases they exhibit. In particular, the work discusses how
biases can reflect in the derogatory language that could po-
tentially be produced by the model, in the form of racial slurs
and derogatory terms that target marginalized communities,
and the difficulty of filtering out such terms from our data.

Data and Design Considerations
Data Set
We create a new data set by collecting videos from top
YouTube Kids (YTK) channels. In order to construct a data
set highly relevant for kids, among the vast number of chan-
nels on YTK, we focus on the top-ranked channels based on
their popularity (i.e., number of views). We use two rank-

ings from Wall Street Journal 5 and Statista 6 to get a few
very popular channels.

For these channels, we next retrieve all English language
videos in those channels using a widely used library7. Our
data set comprises a total of 7,013 videos extracted across 24
channels that fall under the YouTube Kids category. We con-
sider both the transcriptions provided by the YouTube API
and Amazon Transcribe in our experiments. Further details
regarding the data set are listed in Table 2.

Some of the videos involved music and rhymes, some
involved interaction between two or more characters, and
some involved no form of speech at all. Despite there be-
ing no verbal interactions in some of these videos, we found
that in many of these cases, the services nevertheless pro-
duced transcriptions, which in some cases contained toxic
language and hate speech, in direct violation of YouTube
Kids’ guidelines. 8

Speech to Text Methods
We next give a brief description of the two speech-to-text
transcript services that we consider.
• Amazon (AWS) Transcription: As per the description on

Amazon website9, AWS Transcribe uses a deep learn-
ing method to convert speech to text. In addition to sub-
titling, Amazon Transcribe also generates metadata in-
cluding the number of speakers and which transcription
was a result of the speech by which speaker. For generat-
ing AWS transcriptions, we first obtained the audio of the
YouTube videos. Then we used AWS transcribe service
to transcribe the audio files to text.

• YouTube (Google) Transcription: In addition to AWS,
we also consider YouTube transcriptions. YouTube tran-
scriptions are created when a video is uploaded. As per
YouTube10, automatic captions are generated by machine
learning algorithms, so the quality of captions may vary
across videos. Though there are a number of languages
for which captions could be available, for the analysis
in this paper, we only consider videos for which English
language transcripts (also called captions) are available
via YouTube API11.

Transcription Quality
It may well be the case that the overall transcription qual-
ity of our data set is low and the presence of taboo-words
are mere artifacts of noisy outputs. We first thus validate the
quality of transcripts.

Mutual Agreement Let T Aj

i denote the transcript ob-
tained from video vi using transcription algorithm Aj . Let

5https://www.wsj.com/articles/kids-love-these-youtube-chann
els-who-creates-them-is-a-mystery-11554975000

6https://www.statista.com/statistics/785626/most-popular-yout
ube-children-channels-ranked-by-subscribers/

7https://github.com/ytdl-org/youtube-dl
8https://support.google.com/youtube/answer/9528076?hl=en
9https://aws.amazon.com/transcribe/

10https://support.google.com/youtube/answer/6373554
11https://developers.google.com/youtube/v3/docs/captions
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Channel Name Channel View
Count

Channel Sub-
scriber Count

# of Videos # of Google
Transcripts with
taboo-words

# of AWS Tran-
scripts with
taboo-words

Sesame Street 20 Billion 23 Million 2405 432 (2) 763 (122)
Ryan’s World 50 Billion 32 Million 1437 892 (9) 1,138 (383)
3KidsTV 2 Million 10 Thousand 39 8 (0) 12 (0)
Sesame Studios 343 Million 615 Thousand 320 62(0) 113(10)
Barbie 3 Billion 11 Million 98 26 (1) 32 (6)
Moonbug Kids - Car-
toons & Toys

110 Million 3 Million 632 497(31) 499(63)

Elizabeth & Eva TV 42 Million 172 Thousand 157 57 (1) 87 (30)
Rob The Robot -
Learning Videos For
Children

215 Million 380 Thousand 113 90 (3) 103 (24)

SimpleCrafts - 5
Minute Crafts For All

211 Million 718 Thousand 736 257 (1) 333 (16)

Kids Toys Play 524 Million 461 Thousand 112 76 (1) 91 (22)
Mister Max 14 Billion 22 Million 72 8 (0) 31 (12)
Blippi - Educational
Videos for Kids

12 Billion 15 Million 78 57 (0) 64 (15)

Like Nastya 69 Billion 86 Million 224 44 (1) 76 (31)
New Sky Kids 2 Billion 2 Million 40 37 (0) 39 (14)
Kiddopedia 339 Million 717 Thousand 116 53 (0) 65 (2)
Baby Einstein 575 Million 768 Thousand 124 23 (0) 37 (9)
Fun Kids Planet 828 Million 1 Million 121 86 (3) 107 (26)
ChuChuTV Surprise
Eggs Learning Videos

4 Billion 7 Million 64 16 (0) 23 (5)

ChuChu TV Nursery
Rhymes & Kids
Songs

36 Billion 54 Million 59 21 (1) 30 (13)

Funny Kids Playtime
with Jade & James -
ToysReview

151 Thousand 1 Thousand 29 24 (3) 27 (9)

Dipo Dipo 8 Million 19 Thousand 25 0 (0) 1 (1)
Two Kids TV 154 Million 308 Thousand 11 1 (0) 1 (0)
Cupcake Squad 788 Million 2 Million 1 1 (0) 0 (0)

Table 2: List of YouTube channels considered. Channel statistics reflect data as on 20 Jan 2022. Numbers in braces () indicate
highly inappropriate taboo-words’ count.

N (wk, Ti) denote the total number of occurrences of the
word wk in transcript Ti. Further, let V(Ti) denote the vo-
cabulary of a transcript Ti. The mutual agreement between
two transcripts of the same video is the fraction of words
that have appeared identical number of times over both tran-
scripts:

MA (T Aj

i , T Aj′

i ) = Σwk∈VI(N (wk,T
Aj
i )=N (wk,T

A
j′

i ))

|V| where

V = V(T Aj

i ) ∪ V(T Aj′

i ), i.e., the union of the vocabularies
of the transcripts generated by algorithms Aj and Aj′ when
applied to video vi.

Our intuition is if both transcription algorithms perform
a reliable job on a given video, the mutual agreement value
will be high. We note that this is a quite stringent criterion
as every single error while transcribing a video may con-
tribute to a reduced MA. Figure 2 indicates that more than
42% of the videos have mutual agreement higher than 50%.
In addition, we conduct a human inspection of the videos
and confirm that several videos in our data set have overall
high-quality transcripts.

Developing a Set of Taboo-words for Kids
Deciding on the set of taboo-words is one of the major de-
sign considerations in this project. Several factors such as
subjectivity, cultural contexts, and audience can determine
if a word is perceived as inappropriate or not. Consequently,
there exists no broad consensus on hate lexicons. As a start-
ing point, we select a well-known, publicly available hate
lexicon12 containing more than 1,300 words (denoted as
H1). While describing this lexicon as a reasonable starting
point to block or filter offensive content, curators of this lex-
icon acknowledge the subjectivity of this lexicon stating that
the list contains words that many people may not find offen-
sive.

Our second choice of the lexicon is strongly grounded in
prior literature in developmental psychology (Sutton-Smith
and Abrams 1978; Jay and Jay 2013). We obtain a list of 76
words presented in Jay (1992) as taboo-words for children.

12Available at https://www.cs.cmu.edu/∼biglou/resources/bad-
words.txt
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Figure 2: A CDF plot of mutual agreement in our data set
between Amazon Transcribe and Google Speech-to-Text.

These words are collected from actual usage of these words
by children within the age range of 1–10 in a field study (Jay
1992) (denoted as H2).

We note that both H1 and H2 complement each other and
combining them may have certain merits. Since H2 con-
sists of words actually used by kids in a field study, it pre-
cludes certain inappropriate words with strong sexual con-
notations as these words require adult-level understanding.
For instance, unlike H1, words like cocksucker or rape
are absent in H2. In our work, we are focusing on content
hallucinations from ASR systems. Thus casting a net wider
than H2 has understandable benefits (in fact, as shown in Ta-
ble 1, one of the content hallucination indeed produces the
taboo-word rape).

Figure 3: Plot of the confidence scores of all taboo-words
and their frequency from Amazon Transcribe.

While words belonging to H2 serve an important pur-
pose to give us a broad understanding of what could be con-
strued as inappropriate for kids, we note that some of these
words could be heavily context-dependent. For instance, the
word dog may be used in a completely non-taboo scenario.
Similarly, we find that H1 also contains certain words that
can be used in non-taboo scenarios. For example, the word
killer can be used in a completely harmless context of
killer whale.

We thus combine both H1 and H2 and analyze to what
extent these words are present in children’s movies. We con-
struct a data set, DDisney-Pixar , consisting of English subti-
tles13 of all movies released in or after 2000 with an MPAA
movie rating of (G) implying that these movies are certified
as safe for the general audience and nothing would offend
parents for viewing by children. Overall, we obtained 57
movies. Our choice of these well-regarded movie franchises
with MPAA certifications of (G) serves two key purposes.
First, a wide variety of entertainment content targeted for
kids ensures that the corpus consists of a rich set of kids’
entertainment contexts. Second, the MPAA rating indicates
that these contexts are certified as appropriate for children.
Our intuition is if a word w ∈ H1 ∪ H2 appears on mul-
tiple occasions in DDisney-Pixar , it possibly indicates that
that w can be used in non-taboo scenarios for kids. Table 3
shows top 10 words from H1 and H2 that have appeared at
least five or more times in DDisney-Pixar . We further note
that in DDisney-Pixar , we observe zero mentions of words
with strong sexual connotation such as rape and fuck and
scatological references such as shit.

H1 H2

kid, fairy, fairies, girls,
dead, fight, god, bigger,
stupid, shoot

dog, god, stupid, hell, pig,
fat, chicken, nuts, silly, butt

Table 3: Top ten words (ranked by frequency) from H1 and
H2 present in DDisney-Pixar . DDisney-Pixar consists of En-
glish subtitles of all Disney and Pixar movies with MPAA
rating (G) released in or after 2000.

We remove all words from H1 ∪ H2 that have appeared
for five or more times in DDisney-Pixar . In addition, we man-
ually remove words indicating nationality of a person (e.g.,
Italian, American) or religious words (e.g., Muslim).
After this step, our combined lexicon of taboo-words, H,
consists of 1,301 words.

Extent of Presence of Taboo-words
Overall, we find that 330 taboo-words were present in
YouTube transcripts and 386 taboo-words were present in
AWS transcripts in our data set. Figure 4 presents the distri-
bution of the top twenty words belonging to H present in our
transcript data set. We observe the considerable presence of
inappropriate taboo-words such as shit in transcripts gen-
erated by Amazon Transcribe and Google Speech-to-Text.

While Figure 4 indicates a worrisome finding of consid-
erable presence of taboo-words in video transcripts, some of
these words may not be hallucinated and could be present in
contexts safe for kids. For example, ho, which also implies
the disparaging and offensive slang whore, could be simply
present in a Santa Claus video. We thus manually inspected
H and shortlisted a set of 16 words that are unambiguously
inappropriate and analyzed their presence in the video tran-
scripts. As shown in Figure 5, we find that the video tran-

13Subtitles are obtained from Subscene.org
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(a) Amazon Transcribe (b) Google Speech-to-Text

Figure 4: Top twenty taboo-words (potentially) hallucinated by Amazon Transcribe and Google Speech-to-Text in our data set.

(a) Amazon Transcribe (b) Google Speech-to-Text

Figure 5: Top few highly inappropriate taboo-words (potentially) hallucinated by Amazon Transcribe and Google Speech-to-
Text in our data set.

scripts also exhibit substantial presence of these highly in-
appropriate words. In fact, Table 2 indicates that nearly one
in ten videos contains at least one or more of these highly in-
appropriate taboo-words in transcription generated either by
AWS or Google Speech-to-Text. In addition, we show some
less frequent but highly inappropriate words in Figure 6.

RQ 1: Are these taboo-words indeed hallucinated, or are
they indeed present in the actual audio content?

We first randomly sample 100 contexts containing five
highly inappropriate taboo-words ({shit, fuck, crap,
rape, ass}) and manually inspect if these words are hallu-
cinated or if they are indeed present in the source. Two an-
notators independently listened to the audio clips and con-
firmed that none of the taboo-words occurred in the actual
audio. Upon manual inspection, we identify the following
high-level potential factors to these content hallucinations:
(1) background music; (2) baby talk; (3) kids’ speech; (4)
ESL (English as Second Language speakers) speakers; and
(5) songs and rhymes. Note that, we do not intend to be for-
mal or exhaustive, but rather to be illustrative of the broad
range of potential reasons that can cause such hallucination.

RQ 2: How confident is the transcription method while
hallucinating a taboo-word? Amazon Transcribe presents a
confidence estimate of individual words. Figure 3 indicates
that a vast number of taboo-words were high-confidence pre-

dictions of this system.
Once we establish that these taboo-words are largely ab-

sent in the audio inputs and the transcription methods of-
ten produce them while reliably transcribing a large part of
the adjacent audio inputs, we turn our focus into creating a
data set consisting of challenging audio inputs where high-
performance commercial ASR systems hallucinate taboo-
words.

We construct a data set, Dtaboo , consisting of 284
YouTube transcriptions and 368 Amazon Transcribe tran-
scriptions that satisfy the following conditions: (1) the snip-
pet contains a taboo-word; and (2) both transcription al-
gorithms exhibit considerable agreement within transcrib-
ing the snippet (algorithm sketch is presented in the project
page). All samples contain consensus labels from two anno-
tators.

Corrective Method
Our method to correct taboo-words from video transcripts
relies on cloze tasks performed by recent high-performance
language models such as BERT (Devlin et al. 2019),
XLM (Chi et al. 2021), DistilBERT (Sanh et al. 2019),
XLNet (Yang et al. 2019), and Megatron (Shoeybi et al.
2019) . When presented with a sentence (or a sentence stem)
with a missing word, a cloze task is essentially a fill-in-the-
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(a) SimpleKidsCrafts: venus −→ penis (b) Ryan’s World: corn −→ porn

(c) Ryan’s World: that is −→ panties (d) TRT TV: buster −→ bastard

(e) Rob The Robot - Learning Videos For Children:
brave −→ rape

(f) Ryan’s World: combo −→ condom

Figure 6: Examples of hallucinated taboo-words from YouTube along with corresponding ground truths.

blank task. For instance, in the following cloze task: During
the [MASK], it rains a lot, monsoon is a likely comple-
tion for the missing word. BERT’s masked word prediction
has a direct parallel to cloze task introduced in the psy-
cholinguistics literature (Taylor 1953). BERT’s cloze task
has been previously used in the (1) extracting relational
knowledge (Petroni et al. 2019); (2) mining political in-
sights (Palakodety, KhudaBukhsh, and Carbonell 2020); (3)
assessing the quality of translation (Zhang* et al. 2020);
and (4) estimating linguistic quality (Sarkar, Mahinder, and
KhudaBukhsh 2020).

Our method’s intuitions are the following. It is highly
likely that the ground truth is phonetically (and lex-
ically) similar to the taboo-word (e.g., ⟨crap,crab⟩;
⟨seat,shit⟩; ⟨rape,rake⟩). Our method thus first con-
structs a set of candidate words based on some notion of
proximity (lexical or phonetic). Next, it conducts a con-

strained cloze task using a language model that only consid-
ers the candidate set as potential completions. Assuming that
the transcriptions for the context minus the taboo-word are
reliable, we expect that the context would be able to guide
the language models towards the correct completion.

Let LMcloze(w,S) denote the completion probability of
the word w when a language model, LM, has a masked
cloze task S as input. When we have a text snippet with
a taboo-word, we construct S by masking the taboo-word.
For example, if our snippet is the following: I love to eat
crap and lobster for dinner., our cloze task will be I love
to eat [MASK] and lobster for dinner. Let our candidate set,
C = {crab,crap,craft}, be consisting of words that
are similar to the taboo-word based on some similarity mea-
sure.

Our corrective method will output c∗ obtained by:
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c∗ = argmax
c ∈ C

LMcloze(c,S)

For language models, we consider several well-known
high-performance language models: BERT, XLM, XLNet,
DistilBERT, and Megatron. For a given taboo-word,
we generate the candidate set using two different ap-
proaches. In our first approach, we consider words with a
low Levenshtein distance from the taboo-word. Our second
approach considers highly phonetically similar words to the
taboo-word (details are present on the project page). In order
to conduct a fair assessment of the language models, we re-
strict our experiments to samples where (1) single-word sub-
stitutions would suffice to fix the error, and (2) the ground
truth is included in the language model’s vocabulary.

Table 4 summarizes our correction results. P@1 perfor-
mance indicates the fraction of instances where the top pre-
dicted completion in the cloze test is indeed the ground truth.
Following, standard practice (Petroni et al. 2019), we also
report the P@5 and P@10 performance where P@K per-
formance indicates that the top K completions for the cloze
test contains the ground truth. The computing infrastruc-
ture used for running experiments is described in the project
page along with information on the hyper-parameters used
for each model.

Corrective method ASR
algorithm

P@1 P@5 P@10

⟨BERT, Levenshtein⟩ Amazon 19.1% 40.7% 45.9%
⟨BERT, Phonetic⟩ Amazon 7.7% 25.8% 35.4%
⟨XLM, Levenshtein⟩ Amazon 6.2% 24.4% 40.7%
⟨XLM, Phonetic⟩ Amazon 6.2% 22.0% 35.9%
⟨XLNet, Levenshtein⟩ Amazon 5.3% 23.0% 39.7%
⟨XLNet, Phonetic⟩ Amazon 4.8% 15.8% 34.0%
⟨DistilBERT, Levenshtein⟩ Amazon 16.8% 38.8% 45.0%
⟨DistilBERT, Phonetic⟩ Amazon 8.1% 25.4% 35.4%
⟨Megatron, Levenshtein⟩ Amazon 25.4% 40.7% 45.0%
⟨Megatron, Phonetic⟩ Amazon 10.5% 27.8% 35.0%
⟨BERT, Levenshtein⟩ YouTube 22.3% 37.6% 44.1%
⟨BERT, Phonetic⟩ YouTube 5.3% 21.8% 31.8%
⟨XLM, Levenshtein⟩ YouTube 18.2% 42.9% 47.7%
⟨XLM, Phonetic⟩ YouTube 7.06% 21.2% 34.7%
⟨XLNet, Levenshtein⟩ YouTube 10.0% 28.8% 39.4%
⟨XLNet, Phonetic⟩ YouTube 0.6% 17.7% 35.9%
⟨DistilBERT, Levenshtein⟩ YouTube 18.8% 36.5% 44.1%
⟨DistilBERT, Phonetic⟩ YouTube 10.0% 22.9% 31.8%
⟨Megatron, Levenshtein⟩ YouTube 28.2% 39.4% 46.5%
⟨Megatron, Phonetic⟩ YouTube 10.6% 28.2% 31.8%

Table 4: Performance on our benchmark data set Dtaboo .

As observed in Table 4, we find that among all the combi-
nations, ⟨Megatron,Levenshtein⟩ obtained the best per-
formance on the data, fixing more than 25% of the errors
produced by Amazon Transcribe and over 28% of the er-
rors hallucinated by Google Speech-to-Text. We were not
surprised by our modest success at fixing these hallucinated
taboo-words. While the inner workings of Amazon Tran-
scribe and Google Speech-to-Text are opaque, there exists
substantial literature on ASR systems leveraging language

rape | brave monsters in order to be strong and rape
like heracles we even had a chariot race
in order to be fast like heracles but
when orbit rescued emma we realized
theres more to a hero than just being

bitch | beach glasses so you can see that and then
here we have his sandals his sandals are
completely made out of plastic they are
orange and they have the same flames at
the top and then we have a little bitch
towel that came with him and what is
really cool about this towel is a motif
which

crap | craft if you have any requests or crap ideas
that you would like us to explore kindly
send us an email

Table 5: Examples of correctly fixed snippets. In the left col-
umn, the hallucinated taboo-word is followed by the ground
truth. In the right column, the example is presented with the
taboo word marked in bold.

models. Furthermore, here, we are attempting to fix non-
trivial, extremely challenging transcription errors halluci-
nated by industry-scale, commercial solutions. We are rather
encouraged by a high P@5 performance indicating that a
human-in-the-loop setting can be aided by our method for
corrective purposes.

We next turn our focus to some of the correctly fixed ex-
amples. As shown in Table 5, we notice that when sentences
are well-formed and present with enough context, language
models are often successful at fixing the error. However,
given the nature of kids’ channels, many of the transcripts
contain incoherent, ill-formed sentences, thus making it ex-
tremely challenging for LMs to predict the masked word
correctly.

cocktail | copter | social also exceptionally strong for their
size they can lift 10 to 50 times their
own weight thats like being a little
hero that can lift their own cocktail
over their head other cool features

penis | venus | pets you need is in the description but
as were passing through the pictures
you can click on the pictures and
they will take you to the video we
have the bed here for penis and the
side drawers as well and here we
have the arts and crafts studio which
is basically everything from

bastard | buster | stars indeed if you are in trouble then who
will help you out here at super bas-
tard quest without a doubt

Table 6: Examples of incorrectly fixed snippets. In the left
column, the hallucinated taboo-word is followed by the
ground truth, and the top prediction using cloze test. In the
right column, the example is presented with the taboo word
marked in bold.
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Conclusions and Discussions
In this paper, we have found a disturbing result that com-
mercial ASR systems may hallucinate taboo-words in video
content for children. On a data set consisting of highly popu-
lar videos with worldwide consumption, we show that such
hallucinations are far from occasional errors. We release a
one-of-its-kind challenging data set of audio inputs where
high-performance ASR systems have hallucinated taboo-
words. We also show that some of these hallucinations can
be corrected using language models.

Our work raises several important points to ponder.
1. Which words are inappropriate for kids? Deciding on
the set of inappropriate words for kids was one of the ma-
jor design issues we ran into in this project. We considered
several existing literature, published lexicons, and also drew
from popular children’s entertainment content. However, we
felt that much needs to be done in reconciling the notion
of inappropriateness and changing times. For example, we
found that both H1 and H2 contain terms such as gay and
queer. The field study that yielded H2 was conducted in
early 1990s. Additionally, these words may or may not ap-
pear as abusive content based on the context it is present in.
Since then, the continual struggle for LGBTQ+ rights and
equality has made massive strides. Although queer studies
is a developing field, Campo-Arias (2010) demonstrates that
a child’s age when they become aware of their sexual ori-
entation varies, and it is possible that it could occur dur-
ing childhood. In addition to this, children’s attitudes to-
ward queer people are also positively influenced by media
exposure (Zhang, Feng, and Shen 2019), but they can also
vary due to cultural differences (Bos, Picavet, and Sandfort
2012). We thus strongly feel that these lexicons need revis-
iting from experts to set better ethical guidelines for kids’
content reflective of modern times.

2. Risks of black-box AI systems. Several recent lines of
work have reported instances where state-of-the-art content-
filtering systems got blindsided by unseen (Sarkar and
KhudaBukhsh 2021) or adversarial content (Gröndahl et al.
2018). Recent studies have revealed that biases in large lan-
guage models often influence toxic content generation in
neural text generation models (Gehman et al. 2020). In many
such cases, we are dealing with opaque systems where it is
impossible to know on what data these large systems are
trained on, a risk aptly discussed in (Bender et al. 2021). At
a philosophical level, we see our work making a small con-
tribution in this growing discussion of responsible, inclusive,
and trustworthy AI in the following key ways. First, we show
that downstream AI applications can introduce highly inap-
propriate taboo-words in kids’ content originally not present
in them. The benefits of these ASR systems are undeniable.
That said, we cannot disregard the fact that such systems,
when applied to content with high visibility to a vulnerable
and impressionable community, need rigorous checks and
balances. Our findings, backed up with a challenging bench-
mark data set, is a small step towards that. Second, we do
not know the distribution of kids’ speech examples in the
training data these opaque systems are trained on, nor do we
know how well these data sets represent ESL (English as
Second Language) speakers. However, our analysis of hal-

lucinations reveal that many of the errors were caused in the
presence of ESL speakers and kids. Our results thus poten-
tially point to ways these data sets can be more inclusive.
Finally, our work draws the attention of the community to
form a deeper understanding of intermediate risks in a chain
of black-box systems, where one system’s outputs are inputs
to another.
3. Mitigation strategies. In our cloze test experiments to fix
some of these hallucinated taboo-words, we notice that lan-
guage models often have a propensity towards predicting the
taboo-word as the most likely completion. For instance, ac-
cording to BERT, a constrained cloze test I love [MASK]
with candidate sets {porn, corn} yields porn as the
likelier completion. In fact, 16.90% (Google) and 14.95%
(Amazon) of top predictions by the Megatron model were
taboo-words. This indicates that although language models
can bring in improvement, they alone cannot fix the problem
as these models also possibly suffer from a similar issue of
being trained on content largely meant for an adult audience
as opposed to kids.

While we observe limited success in fixing some of the
hallucinated taboo-words, our experiments revealed poten-
tial avenues for improvement. We observe that many hal-
lucinated audio inputs had visual signals that can be lever-
aged. For instance, in examples where crab is confused
with crap, object recognition information can complement
textual information to correct such mistakes. A multimodal
method to robustify ASR systems could be a worthy future
research challenge. Our experiments with language models
produced a modest p@1 improvement. However, a better
p@10 performance indicates that a human-in-the-loop set-
ting, coupled with suggestions from language models, espe-
cially given these contents are consumed by kids worldwide,
can offer more safety to kids.
4. Integration challenges between YouTube Kids and gen-
eral YouTube. YouTube Kids allows keyword-based search
if parents (or guardians) enable it in the application. Of
the five highly inappropriate taboo-words, {shit, fuck,
crap, rape, ass}, we find that rape, fuck, and shit
are not searchable through the kids app (understandably).
We also find that most English language subtitles (including
subtitles with many hallucinated taboo-words) are disabled
on the kids app. However, as shown in Figure 6, the same
videos have subtitles enabled on general YouTube. It is un-
clear how often kids are only confined to the YouTube Kids
app while watching videos and how frequently parents (or
guardians) simply let them watch kids’ content from gen-
eral YouTube. Our findings indicate a need for tighter inte-
gration between YouTube general and YouTube Kids to be
more vigilant about kids’ safety.
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