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Abstract

Product copywriting is a critical component of e-commerce
recommendation platforms. It aims to attract users’ interest
and improve user experience by highlighting product char-
acteristics with textual descriptions. In this paper, we report
our experience deploying the proposed Automatic Product
Copywriting Generation (APCG) system into the JD.com e-
commerce product recommendation platform. It consists of
two main components: 1) natural language generation, which
is built from a transformer-pointer network and a pre-trained
sequence-to-sequence model based on millions of training
data from our in-house platform; and 2) copywriting quality
control, which is based on both automatic evaluation and hu-
man screening. For selected domains, the models are trained
and updated daily with the updated training data. In addition,
the model is also used as a real-time writing assistant tool
on our live broadcast platform. The APCG system has been
deployed in JD.com since Feb 2021. By Sep 2021, it has gen-
erated 2.53 million product descriptions, and improved the
overall averaged click-through rate (CTR) and the Conver-
sion Rate (CVR) by 4.22% and 3.61%, compared to base-
lines, respectively on a year-on-year basis. The accumulated
Gross Merchandise Volume (GMV) made by our system is
improved by 213.42%, compared to the number in Feb 2021.

Introduction
With the rapid development of the Internet, online shop-
ping has become indispensable in people’s daily life. E-
commerce is now a mainstay way of shopping for many
people all over the world. Product advertising copywriting
plays an important role in e-commerce platforms, where
well-written advertisements can help attract customers and,
in turn, increase sales. Traditionally, product copywriting is
performed by human copywriters. This approach has impor-
tant limitations. Firstly, the efficiency of human copywrit-
ers cannot match the growth rate of new products. Secondly,
manpower cost increases as the number of products in the
system increases. Last but not least, specialist training and
tutoring is required for copywriters for different products
and scenarios. To overcome these issues, automatic prod-
uct copywriting generation has become an important line of
research in e-commerce.

*These authors contributed equally.
Copyright © 2022, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Natural language generation (i.e., NLG) research focuses
on the construction of computer systems that can produce
understandable texts in human languages from some under-
lying non-linguistic or textual representation of information
(Reiter and Dale 2000). NLG systems combine knowledge
from both the language and the application domain to auto-
matically generate desired texts. In recent years, NLG tech-
niques have been developing rapidly and applied to a wide
range of applications. For instance, abstract text summariza-
tion (Rush, Chopra, and Weston 2015; Banko, Mittal, and
Witbrock 2000; Knight and Marcu 2000) generates a sum-
marized version of input text to highlighted certain informa-
tion; dialogue generation (Tao et al. 2018; Zhang et al. 2020)
generates responses according to the previous chats; ma-
chine translation (Bahdanau, Cho, and Bengio 2016) trans-
lates the input texts into a different language; and story-
telling or poem generation (Yao et al. 2019; Li et al. 2018)
generates creative texts.

In the early stage of text generation research, due to lim-
itation of data and computational resources, models relied
heavily on feature engineering. In this case, features are ex-
tracted from raw data based on human knowledge and pref-
erence, and fed into the models to learn from the limited data
(Lafferty, McCallum, and Pereira 2001; Och et al. 2004).
With the development of deep learning, features are learned
automatically and defined implicitly during model training.
The natural language generation problem has been framed as
a sequence-to-sequence task and various studies have been
proposed to enhance the model architecture, such as con-
volutional neural networks (CNN) (Gehring et al. 2017),
recurrent neural networks (RNN) (Sutskever, Vinyals, and
Le 2014), graph neural networks (GNN) (Wu et al. 2020),
and attention-based architecture (Bahdanau, Cho, and Ben-
gio 2016; Vaswani et al. 2017) (especially the transformer
network (Vaswani et al. 2017)).

Recently, the pre-training plus fine-tuning paradigm has
gained traction and been widely applied in real-world appli-
cations. Under this paradigm, models are first pre-trained on
large-scale corpus (Devlin et al. 2019a; Brown et al. 2020),
or on domain-specific corpus (Zhang et al. 2021) with well-
defined pre-training tasks. The resulting pre-trained models
are then fine-tuned to adapt to different downstream tasks.
Research in this paradigm mainly focuses on defining train-
ing objectives in the pre-training and fine-tuning stages.
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Figure 1: Overview of the proposed Automatic Product Copywriting Generation (APCG) system.

With increasing computational resources and the emerging
transformer architecture (Vaswani et al. 2017), recent stud-
ies (e.g., GPT2 (Radford et al. 2019), CTRL (Keskar et al.
2019), UNiLM (Dong et al. 2019)) utilizing pre-training
and fine-tuning techniques have achieved outstanding per-
formance in language generation tasks.

In this paper, we report on our experience deploying
the proposed Automatic Product Copywriting Generation
(APCG) system into the JD.com1 e-commerce product rec-
ommendation platform. It is made up of two main com-
ponents: 1) a natural language generation (NLG) module,
which is built from a transformer-pointer network and a pre-
trained sequence-to-sequence model; and 2) a copywriting
quality control module, which involves both automatic eval-
uation and human screening to ensure the quality of the gen-
erated descriptions. For selected domains, the models are
trained and updated daily with the updated training data. In
addition, the model is also used as a real-time writing assis-
tant tool on our live broadcast platform.

Since its deployment in JD.com in Feb 2021, APCG has
generated 2.53 million product descriptions by Sep 2021. As
a result, the overall click-through rate (CTR) has been im-
proved by 4.22%, the conversion rate (CVR) has been im-
proved by 3.61%, and the accumulated gross merchandise
volume (GMV) has more than doubled on a year-on-year
basis.

1https://www.jd.com/

Application Description
An online e-commerce website typically describes a product
p from several aspects, including the product title t, a set of
the product attribute A and the corresponding attribute val-
ues V for each attribute a ∈ A, as well as the short adver-
tisement slogan s written by advertising experts. The prod-
uct title t usually describes the product with a short text,
expressing the key information, such as the brand name and
product type. The product attribute set A captures the prop-
erties of a product from different perspectives. For exam-
ple, the product functions, intended users, styles, colors and
materials. The corresponding values of the attributes from
A form the product attribute value set V . For example, the
product function feature can be breathable, resistant, and the
intended user feature can be ladies. Given the title t, attribute
set A, the corresponding attribute value set V and the ad-
vertisement slogan s, the task of product copywriting is to
generate a well-written description D that is able to present
product characteristics for the e-commerce system to attract
user interest and keep them informed of the key features of
the product quickly. An example of product copywriting is
demonstrated in Figure 4.

Early work on product copywriting applied template-
based generation methods with statistical knowledge ex-
tracted from the training data (Wang et al. 2017), while the
template coverage and diversity are limited by the training
corpus. Chen et al. 2019 designed a transformer-based gen-
eration model to incorporate the external knowledge (i.e.,
Wikipedia knowledge base). Besides, the textual informa-
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tion (i.e., product title and attributes) and the product im-
age features are also incorporated. The performance of such
a model heavily relies on the availability of related knowl-
edge. Similarly, Li et al. 2020 constructed a set of aspects
(i.e., salient attributes) and the corresponding keywords for
each aspect, which, however, requires expert annotations.
An adaptive posterior Transformer-based network (Zhan
et al. 2021) has been designed to utilize relevant informa-
tion from customer reviews extracted by an adaptive poste-
rior distillation module, where the product title and attribute
information is considered as the main model input.

However, neither the external knowledge base nor the cus-
tomer reviews are always accessible. In practice, for the
e-commerce platform, newly released products are emerg-
ing every day, where the product information is quite lim-
ited. In addition, such kind of external features may con-
tain noise, especially for newly released products. This re-
duces the quality of the generated product descriptions. On
the other hand, each product is accompanied with several
short advertising phrases written by experts. However, ex-
isting studies did not leverage this information when gen-
erating product descriptions. In this work, we jointly con-
sider the product textual features (i.e., title, attribute and ad-
vertising slogan) as product input information, and develop
a transformer-pointer model and a pre-trained sequence-to-
sequence model for automatic product copywriting in e-
commerce settings. Both of such two models constitute our
Automatic Product Copywriting Generation (APCG) sys-
tem.

As illustrated in Figure 1, our proposed APCG system is
designed to serve a variety of applications in the JD.com e-
commerce platform, including the “HaoHuo” (referring to
“Discovery Goods”) product recommendation platform, JD
books, searching, global shopping, the “WoZhe” platform
(mainly for home appliance) and the live broadcast selling
platform, etc. As shown in Figure 2, the overall system con-
sists of the following steps:

1) NLG model training: To collect data, including both
product information and descriptions, for training the
NLG model. Different models are selected upon differ-
ent scenarios. Both the transformer-pointer network and
the pre-trained language models are applied in this stage.

Figure 2: Workflow of the APCG system.

2) Post-evaluation for direct customer use: Post-processing
models are utilized here to filter out contents which
do not meet the requirements. Human screening is per-
formed after model-based filtering. The contents pro-
duced here are directly used by the product recommen-
dation platform for JD customers.

3) Real-time writing assistant tool for sellers: Besides gen-
erating and filtering contents based on proposed product
skus, a real-time writing assistant tool based on APCG
has been developed for JD sellers. With this tool, JD sell-
ers can input their desired products, and it will automati-
cally generate product descriptions. Sellers can then edit
the generated contents, and display them to customers.

4) Automatic procedure with daily update: APCG is trained
daily to meet the latest writing preference based newly
updated data.

Use of AI Technology
In this section, we describe the key techniques adopted by
the APCG AI Engine.

Data Collection and Cleaning
Data Collection We built a large-scale real-world dataset
from our in-house platform which includes two parts: 1)
product description data, and 2) product information data.
The product descriptions are written by professional copy-
writers with good knowledge of marketing. For each prod-
uct, the description includes both advertising contents and
the title. For the product information data, we collected mul-
tiple types of data from our in-house database, including
product titles, attributes, product detail images and user re-
views.

Data Cleaning After obtaining the large-scale datasets,
we perform filtering and cleaning on the raw data to con-
struct our training dataset. The product descriptions are fil-
tered by human evaluation and rule-based methods, and used
as the outputs of our model. The inputs include information
from product titles, attributes, product detail images and user
reviews. For each category, we select different groups of at-
tributes which have high relevance with the target products.
For product detail images, we leverage the optical charac-
ter recognition (OCR) and classification techniques to ex-
tract key information about the product. Firstly, texts are ex-
tracted from the product detail images. Then, the extracted
texts are ranked in descending order of their importance
and relevance using the classification model. Finally, highly
ranked texts are selected and merged as the final OCR in-
put. We use the ranking model to select useful reviews, and
a summarization model to obtain highlights of selected re-
views, which are then used as additional inputs.

The Transformer-Pointer Network
Based on this large-scale proprietary dataset, the automatic
product copywriting problem can be regarded as an ab-
stractive summarization problem. We designed a pointer-
generator network, which allows the transformer network to
generate new words and copy words from the input text at
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Figure 3: The transformer-pointer network structure.

the same time. Through this transformer-pointer network, is-
sues of inaccurate descriptions and unknown words can be
handled since both extractive and abstractive approaches are
executed simultaneously.

The proposed transformer-pointer network is a combina-
tion of a pointer-generator network and a transformer struc-
ture. As shown in Figure 3, by introducing the trainable
probability Pgen, the model learns to choose whether to use
words from the vocabulary source or from the input text. The
model will select a new word from the vocabulary distribu-
tions with a probability of Pgen, and copy words directly
from the input text through the selective pointer with a prob-
ability of (1−Pgen). We take the encoder-decoder attentions
in the last decoder layer as the copy distribution. Note that
for the multi-head attention, we obtain the copy distributions
by summing across multiple heads.

The Pre-trained Language Model
Training a neural network from scratch requires large
amounts of data with high-quality labels, especially true for
the generation task. Unlabeled open-domain data (i.e., with-
out gold standard annotations) are readily available from on-
line sources such as Wikipedia. Recently, pre-trained mod-

els, such as OpenAI GPT (Radford et al. 2018, 2019), BERT
(Devlin et al. 2019b), RoBERTa (Liu et al. 2019) and BART
(Lewis et al. 2019), have become popular for NLP tasks.
They have significantly improved the state-of-the-art per-
formance on various natural language understanding (NLU)
tasks (e.g., SQuAD question answering (Rajpurkar et al.
2016), natural language inference (Bowman et al. 2015), text
classification (Zhang, Zhao, and LeCun 2015)) and natural
language generation tasks (e.g., machine translation (Song
et al. 2019) and text summarization (Zou et al. 2020)). This
demonstrates the effectiveness and transferability of models
pre-trained on large scale unlabeled data. Recent research
progresses in (Brown et al. 2020) have demonstrated that
pre-trained models can play as an important role in few-shot
learning with limited training instances.

In the product copywriting scenario, there are differ-
ent categories of products (e.g., clothing, mobile phones,
sportswear). The product characteristics and data properties
vary significantly across different categories. One straight-
forward solution is to train the transformer-pointer model
on the training data for each category individually. However,
this will incur high computation and maintenance costs. In
addition, as the products in the e-commerce are updated fre-
quently, there is often limited or even no training data for
newly released products in practice. Therefore, we adopt the
pre-trained model for product copywriting.

We adopt the sequence-to-sequence transformer network
(Vaswani et al. 2017), which comprises of an encoder and
a decoder, as the backbone architecture. Given an input to-
ken sequence X = (x1, x2, . . . , x|X|) paired with its corre-
sponding output sequence Y = (y1, y2, . . . , y|Y |), we aim
to learn the model parameters θ and estimate the conditional
probability:

P (Y |X; θ) =

|Y |∏
t=1

p(yt|y<t;X; θ) (1)

where y<t stands for all tokens before position t (i.e., y<t =
(y1, y2, . . . , yt−1)). Given the whole training set (X ,Y), this
model can be trained by maximizing the log-likelihood of
the training input-output pairs:

L(θ;X ,Y) =
∑

(X,Y )∈(X ,Y)

logP (Y |X; θ). (2)

We pre-train the model using sequence-to-sequence objec-
tives.

Recall that the attributes of a product are represented by
the set A without ordering information. We observe that the
transformer model generates different outputs when receiv-
ing attributes in different orders as inputs. This can some-
times produce poor quality outputs. On the other hand, given
the product title, attributes and advertising slogans, the task
of product copywriting is to generate the description, where
the generated text contains tokens copied from input text and
novel words and phrases that are not contained in the input.
Based on these observations, we design two sequence-to-
sequence objectives for pre-training.

12426



Sentence Re-ordering Inspired by (Zou et al. 2020),
we incorporate the sentence re-ordering objective (SR) in
APCG. We first divide an unlabeled document into multi-
ple sentences based on full stop signs. For better demon-
stration, we change the notation of a document slightly in
this paragraph. Let X = (S1||S2|| . . . ||Sm) denote a doc-
ument, consisting of several sentences, where Si is a sen-
tence, m is the number of sentences, and || refers to sen-
tence concatenation. The sentence index order in X can
be represented as O = (1, 2, . . . ,m). We then shuffle the
sentences in the document. In other words, the items in
the order O are re-arranged and we obtain a shuffled order
OS = (a1, a2, . . . , am), where ai refers to sentence index,
1 ≤ ai ≤ m, 1 ≤ aj ≤ m, and ai 6= aj for any i, j ∈ [1,m]
and i 6= j. Concatenating sentences following OS , we ob-
tain a shuffled document X̂S = (Sa1

||Sa2
|| . . . ||Sam

). The
sequence-to-sequence model takes the shuffled document
X̂S as input and is pre-trained to re-instate the original one
X . The training objective is expressed as:

L(θ;X ) =
∑
X∈X

logP (X|X̂S ; θ).

Pseudo Summary Generation This objective is adopted
from (Su 2021). Suppose a document is denoted as X =
(S1||S2|| . . . ||Sm). We select around m/4 sentences from
the document X , and concatenate into X̂M . The remaining
3m/4 sentences are concatenated into XR. The sentences
in X̂M are carefully selected so that X̂M and XR contain
the longest subsequences among all alternatives. The longer
text XR is considered as the model input, while the shorter
text X̂M is regarded as the model output. Thus, the training
objective is expressed as:

L(θ;X ) =
∑
X∈X

logP (XR|X̂M ; θ).

After a sequence-to-sequence model is pre-trained, we fine
tune the model on the parallel copywriting training data,
consisting of instances from all categories.

Post-Processing
Although the proposed language generation models can gen-
erate texts with good quality most of the time, there is still
possibility that the generated descriptions might not be ac-
curate. Thus, we incorporate post-processing models into
APCG to further enhance copywriting quality to meet the
high expectation in practical e-commerce applications.

In some cases, the descriptions generated by the model
are not consistent with product information. For example,
for iPhone 11, the model generates the product description
of “iPhone 11采用升降式摄像头” (iPhone 11 with a fold-
able webcam), which is not an actual feature of iPhone 11.
Although cases like this are rare, they can negatively affect
user experience. To overcome this issue, we designed a rule-
based product-word and number checking model. We collect
words and numbers related for each product item, and con-
struct our specific e-commerce domain specific word dictio-
nary. We develop rule-based models for each product cate-
gory based on these dictionaries to filter out generated de-
scriptions with inaccurate information. The rules are based

on combinations of terms, where single words within them
are not affected.

Although NLG models are trained to achieve good flu-
ency and grammar correctness, they are not fool proof, espe-
cially when the input information is too new for the model.
To address this limitation, we train grammar checking mod-
els and leverage the Adaboost algorithm to deploy these
models to filter out generated descriptions with poor gram-
mar quality. These post-processing approaches help APCG
filter out poorly generated description and enhance the copy-
writing quality.

Application Development and Deployment
Offline Evaluation
We compare our transformer-pointer model (TP) and pre-
training based copywriting generation model (PCG) with
two baselines before making deployment decisions:

• The template-based generation model (i.e., Template)
(Wang et al. 2017); and

• The attribute mining based generation model (i.e., A-
Mining) (Li et al. 2020).

For fair comparison, we randomly selected 500 prod-
ucts from different categories, and generated descriptions
using the four models. We used SacreBLEU (Post 2018),
ROUGE (Lin 2004), BLEU (Papineni et al. 2002), and Me-
teor (Lavie, Sagae, and Jayaraman 2004) to measure the
quality of different generation model outputs. We report the
SacreBLUE, ROUGE-1, ROUGE-2, ROUGE-L, BLEU-1,
BLEU-2, BLUE-3, BLEU-4 and Meteor scores in Table ??.
The larger the values of these metrics, the better the perfor-
mance of a model. It can be observed that PCG consistently
achieves the best performance under all evaluation metrics.

Since descriptions generated by models may produce in-
coherent or grammatically incorrect outputs, we also evalu-
ated these four models by eliciting human judgements. Ten
human participants are presented with a product and a list
of descriptions generated by the four different models in
random orders. Then, they are asked to rank these descrip-
tions according to fluency (is the description grammatically
sound?), relevance (is the description relevant to the prod-
uct?), and diversity (does the text describe the product from
different perspectives?) The results are listed in Table ??.
It can be observed that PCG achieves the best performance
under all human evaluation metrics. These results helped
us make the decision to incorporate TP and PCG into the
APCG system.

Deployment Usage
The procedure of automatic product copywriting generation
includes the following steps: 1) obtaining the required prod-
uct skus from the database; 2) generating product descrip-
tions and performing post-processing; 3) submitting the gen-
erated contents for human screening; 4) storing approved
contents into the database for customer service provision.
Daily uploads to the descriptions database can reach up to
28,570 generated descriptions, with an average daily accep-
tance rate of 80%. The usage of the JD product recommen-
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Model SacreBLUE ROUGE-1 ROUGE-2 ROUGE-L BLEU-1 BLEU-2 BLEU-3 BLEU-4 Meteor

Template 4.84 14.20 2.65 11.01 27.95 15.94 10.09 6.80 12.72
A-Mining 5.35 16.33 3.43 13.04 30.24 17.31 10.83 7.27 13.57
TP 5.81 17.37 4.14 14.06 29.80 17.90 11.70 8.17 13.77
PCG 6.19 18.98 4.37 15.66 30.29 18.34 11.97 8.17 14.04

Table 1: Offline evaluation results for the four models.

Model Fluency Relevance Diversity

Template 1.78 1.89 1.79
A-Mining 1.80 1.90 1.77
TP 1.80 1.84 1.81
PCG 1.96 1.91 1.87

Table 2: Human evaluation results for the four models.

Figure 4: Examples of APCG generated descriptions on the
JD e-commerce product recommendation platform.

dation platform generates new data daily, our NLG models
are trained and updated daily with these new data.

As illustrated in Figure 2, the deployed APCG system
serves two main usage scenarios: 1) content generation for
customers, and 2) real-time writing assistant for sellers. In
the first scenario, the contents generated by APCG are stored
in our database and displayed directly on the JD product
recommendation platform. Figure 4 shows an example of
the product recommendation platform for customers, “Hao-
Huo”. The English translations of the generated texts are
shown in the pop up bubbles in the figure. The generated
product descriptions, paired with a short title, is pushed to
the Discovery Goods Channel in the JD e-commerce web-
site. The short title consists of three phrases: 1) the brand
name, 2) one of salient product characteristics, and 3) the
product name, which make up a product headline. To fur-
ther ensure the user experience, we also display three im-
ages for a product. Overall, the short title, description and
three images are combined together to depict a product in

Figure 5: Examples of APCG generated descriptions on the
JD live broadcast selling platform. The virtual salesperson
reads the product descriptions in the virtual studio.

the Discovery Goods Channel. APCG only focuses on the
description generation task.

In the second scenario, a real-time writing assistant tool is
designed for sellers, especially for sellers promoting prod-
ucts on the live broadcast platform. The sellers can input the
product ID they would like to advertise, and the APCG writ-
ing assistant tool will generate product descriptions fitting
for the current context in real time. Figure 5 shows the use
case in the live broadcast selling platform. By Sep, 2021, the
APCG writing assistant tool has been adopted by more than
2,000 merchants with daily live streams up to 150 sessions.
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Service QPS avg latency (ms) TP-99 (ms)

CPU predictor 23.0 80.0 106.0
GPU predictor 100.0 15.6 19.2

Table 3: Latency test comparison of CPU and GPU services.

As real-time performance is important for the second use
case, we optimize the design of APCG for this purpose. We
split the encoder and decoder of our transformer model, and
design interfaces to realize the beam search algorithm. The
two main interfaces include the encoder predictor and de-
coder predictor. The encoder predictor receives the input to-
kens, and returns the token IDs and the encoded embedding.
For the decoder predictor, the inputs include the token IDs,
the encoded embedding and the current prefix. It outputs the
top-k candidates of the predicted indices, tokens and prob-
abilities. Due to language generation problems, contextual
words need to be generated one-by-one. Thus, when gen-
erating descriptions for one item, the encoder interface is
called once and the decoder interface is called multiple times
depending on the length of the context and the beam size.
For beam search, extra storage is required for holding the
candidates within the beam.

We conduct latency test for our real-time writing assistant
tool. Table ?? shows that the GPU predictor can handle high
query request traffic of up to 100 queries per second (QPS),
which is four times the throughput of the CPU predictor. The
average latency and TP-99 (i.e., the minimum time under
which 99% of requests have been served) achieved by using
GPU are about 1/5 of using CPU.

To further enhance the efficiency, before calling our lan-
guage generation engine to generate contents in the real
time, we first check whether the proposed input product is
in our copywriting description database. If so, we will di-
rectly provide the previously generated contents stored in
the database to save time.

Maintenance
The key performance indicator used to monitor the perfor-
mance of APCG is the daily acceptance rate. If this rate be-
comes low, we will perform manual checks on the rejected
descriptions and fix the issues in the model accordingly. Be-
sides this, no other major maintenance task has been re-
quired since its deployment in Feb 2021.

Application Use and Payoff
The APCG system has been deployed in JD.com since Feb
2021. To demonstrate the payoff generated by APCG, we
compare key performance indicators before and after de-
ploying APCG on the JD Discover Goods Channel and its
mobile app. A standard A/B testing is used on such on-
line platforms to evaluate the benefit of the APCG-generated
product descriptions for the business on the platform. The
impact on the business of the platform is measure by the
Click-Through Rate (CTR) and Conversion Rate (CVR).

CTR is defined as:

CTR =
#clicked product

#pv product
(3)

where click product is the number of clicks on the products,
and pv product is the number of page views for the product
shown to the users. CVR is defined as:

CVR =
#converted product

#clicked product
(4)

where the converted product refers to the number of times a
product has been purchased by users.

For online deployment, we randomly selected around
500,000 products covering 20 categories, and generated cor-
responding descriptions using both the Transformer-Pointer
and Pre-trained models. The baseline method is the A-
Mining model which was used by the platform prior to the
deployment of APCG. We first conduct A/B testing for the
baseline model and Transformer-Pointer model. During the
online A/B testing period, over five million people visited
the Discovery Good Channel, providing us with adequate
opportunities for testing. The A/B testing system divided
these visiting users into two equal-sized groups, and directed
them into two individual buckets (i.e., buckets A and B). For
users in bucket A (i.e., the baseline group), the system shows
them the product descriptions generated by the A-Mining
model. For users in bucket B (i.e., the experiment group),
the system shows them the product descriptions generated
by the Transformer-Pointer model in APCG.

The CTR and CVR for all products during the A/B
testing period are calculated. We found that the our
Transformer-Pointer model significantly outperforms the
previous method by a large margin. Specifically, the TP
model improved the CTR by 3.44% and CVR by 3.40% over
the A-Mining model. The increase of the CTR indicates that
users prefer to click the products with descriptions gener-
ated by our system. The improvement of CVR demonstrates
that the descriptions generated by our model is successful in
convincing users to make purchases.

Another A/B test has been conduced with our pre-trained
model (PCG). This time, we use our Transformer-Pointer
model as the baseline. All other A/B test settings remain
the same. Compared to the baseline, the CTR and CVR are
improved by a relatively small margin of 1.3% and 0.8%,
respectively, which is in line with expectation. Recall that,
the Transformer-Pointer model is deployed individually for
each category, while the PCG model is able to provide de-
scription generation services for all categories. However, the
pre-trained model incurs high computation costs. Thus, dur-
ing APCG deployment, PCG mainly focuses on categories
with limited training data or newly released products.

Between Feb 2021 and Sep 2021, APCG has gener-
ated 2.53 million product descriptions for the JD.com e-
commerce platform. The overall averaged CTR achieved
by APCG is 4.22% higher than that achieved by the previ-
ous system year-on-year (yoy). The improvement in terms
of CTR is 3.61% yoy. The accumulated Gross Merchan-
dise Volume (GMV) made by our system is improved by
213.42%, compared to the start number in Feb 2021. By in-
troducing automated copywriting, our daily uploads to the
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descriptions database can reach up to 28,570 generated de-
scriptions, equivalent to the productivity of thousands of hu-
man experts, which significantly saves human labor costs.
Although the product copywriting task in the JD Discover
Goods Channel is currently jointly performed by expert
writers and the APCG systems, we observed that expert writ-
ers often prefer to create descriptions for popular products.
Differently, our system (especially the pre-trained model)
is able to cover both popular and long-tail products, which
helps build a healthy ecosystem. Thus, it is expected that
the AI system will take over this task completely in the near
future.

Lessons Learned During Deployment
At the time of submission of this paper, APCG has been
successfully deployed for around six months and has led
to significant positive impact on JD.com’s business. Several
lessons we have learned during model deployment could be
beneficial for other like-minded researchers and practition-
ers who wish to deploy cutting-edge AI technologies into
real-world applications.

Firstly, besides the model capacity, the quality of train-
ing data is of paramount importance. The cleaning proce-
dures of raw data (e.g., removing poor samples from train-
ing set and specifying group of important attributes) play
an important role in model development. Today, data pre-
processing is mainly based on human experiences and rules,
which is expensive and might not work well in new domains.
A possible alternative approach one can take is to design a
classification model that can identify low quality data from
the training set (e.g., through influence function-based ap-
proaches (Chen et al. 2021)).

Secondly, the AI generated descriptions are not fool
proof. Thus, in order to ensure the users can have a rea-
sonably good experience, post-processing of AI generated
descriptions in the production platform is necessary to filter
out any inconsistent or low quality contents. Currently, this
step is often based on rules and involves humans in the loop.
Nevertheless, it is a necessary consideration during deploy-
ment to uphold user experience.

Conclusions and Future Work
In this paper, we report our work on developing and deploy-
ing an automatic product copywriting generation system
(APCG) for the JD e-commerce product recommendation
platform. The proposed system consists of a transformer-
pointer network and a pre-trained sequence-to-sequence
model to perform natural language generation tasks in order
to generate descriptions for products automatically. The sys-
tem incorporates automatic evaluation and human screening
modules to guard against the occasional low quality gen-
erated textual contents and ensure a high level of user ex-
perience. By adopting the APCG system, a high volume of
2.53 million product descriptions have been generated over
a seven month period. The overall average CTR achieved by
the JD Discover Goods Channel product recommendation
platform is improved by 4.22%, while its CVR is improved
by 3.61% on an year-on-year basis. The accumulated GMV

made by our system is improved by 213.42%, compared to
the start number in Feb 2021.

In future work, we will focus on enhancing the model per-
formance and expanding the application scenarios:
• Domain-specific pre-trained models: our current experi-

ence shows that public pre-trained models can help en-
hance the quality of natural language generation. We will
develop pre-trained models specific for the e-commerce
domain to further improve model performance.

• Expending application scenarios: besides product de-
scription generation, automatic natural language gener-
ation can benefit other application scenarios as well. We
will explore applying APCG to other application scenar-
ios such as personalized product description generation
and multi-product advertisement post generation.
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