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Abstract

Fossil energy products such as liquefied natural gas (LNG)
are among Canada’s most important exports. Canadian engi-
neers devote themselves to constructing visual surveillance
systems for detecting potential LNG emissions in energy fa-
cilities. Beyond the previous infrared (IR) surveillance sys-
tem, in this paper, a multimodal fusion-based LNG detection
(MFLNGD) framework is proposed to enhance the detection
quality by the integration of IR and visible (VI) cameras. Be-
sides, a Fourier transformer is developed to fuse IR and VI
features better. The experimental results suggest the effective-
ness of the proposed framework.

Introduction
The energy department of Canadian government reported
that the export of natural gas made CAD$6.1 billion of net
profits in 2017 (Bin et al. 2021). In order to meet the ris-
ing demands of natural gas, Canadian companies have been
continuously constructing refineries for increasing capabil-
ity of export. In refineries, the raw natural gas is cooled
and compressed to liquefied natural gas (LNG) which en-
ables large vessel to transport it overseas with numerous
quantities. In recent energy industries, infrared (IR) cameras
are usually installed to monitor the potential LNG emission
around the pipeline. The majority of the early works (Bin
et al. 2021; Wang et al. 2020) focus on implementing deep
learning techniques to classify if LNG is in the regions of in-
terest from background subtraction. Although these methods
have demonstrated their effectiveness in LNG emission de-
tection, the applied background subtraction technique lim-
its the system in surveillance scenarios (fixed cameras are
fixed on the plant). Besides, the system may be unstable if
the camera jitters which damages the effectiveness of back-
ground subtraction. Therefore, it is recommended to devel-
oping a more stable and portable detection framework such
as Faster RCNN (Ren et al. 2015). On the other hand, with
advances in sensory technology, the visible (VI) and infrared
(IR) cameras are usually ensembles on a surveillance sys-
tem. Although the IR camera is sensitive to LNG, the lack of
context information in IR images makes the LNG detection
less precise. On the contrary, the VI images have rich context

Copyright © 2022, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Figure 1: The illustration of the proposed multimodal
fusion-based liquefied natural gas detection (MFLNGD)

information to compensate for the limitation of IR images.
However, there is still a lack of investigation on develop-
ing a multimodal LNG emission detection system based on
VI and IR cameras. Based on the aforementioned concerns,
a multimodal fusion-based LNG detection framework, i.e.,
MFLNGD, is proposed to address the aforementioned prob-
lems in this study as shown in Figure 1.

Methodology
Overview. First, the raw VI images are aligned and warped
to match with IR images in a pixel-wise manner. Then,
the warped VI images and IR images are fed into the cor-
responding backbone for feature extraction. In this study,
the geometric fusion (Prakash, Chitta, and Geiger 2021) is
adopted for VI-IR feature fusion. Moreover, to reduce the
memory occupation from the original vision transformer
(Prakash, Chitta, and Geiger 2021), the Fourier transformer
is proposed to achieve efficient VI-IR feature fusion. Finally,
the feature pyramid network (FPN) and Faster RCNN detec-
tor are used for final LNG detection.

VI-to-IR Image Registration. In order to unsupervised
match, the VI images to IR images, the normalized total gra-
dient (NTG) as target function is implemented to solve the
transformation function optimized by stochastic gradient de-
scent (Chen et al. 2018). The NTG aims to achieve VI-IR
registration based on image gradient consistency.

Backbone. The backbone is the primary network for
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Backbone Modality Fusion Operators Scene Dependence Scene Independence Overall
mAP AP50 mAP AP50 mAP AP50

R18 VI – 18.24 57.97 4.18 18.87 11.21 38.42
IR – 19.63 55.16 1.47 7.66 10.55 31.41

VI + IR Embedding 33.68 79.31 12.83 30.74 23.25 55.02
R18 VI + IR FT 42.35 90.30 11.98 40.10 27.16 65.20
V19 VI + IR FT 51.94 94.48 10.94 35.21 31.44 64.84

Table 1: Detection results of the proposed MFLNGD.

feature extraction. In this study, two popular backbones,
ResNet-18 (R18) and VovNet-19 (V19) are employed (Ren
et al. 2015; Lee et al. 2019). In our case, the outputs of stages
from VI and IR backbones are fused by fusion operators ac-
cordingly.

Fourier Transformer for Fusion. Although vision trans-
former can achieve a better result in multimodal fusion,
such fusion operator may be too large to train with images
of higher resolution. Inspired by the recent NLP technique
(Lee-Thorp et al. 2021), the multi-head attention is replaced
by a fast Fourier transform to fuse multimodal information
without increasing memory load.

FPN and Detector. Based on the geometric fusion
(Prakash, Chitta, and Geiger 2021), there is a set of features
from multiple stages of the backbone. Then, these features
are fed into FPN for enriching multi-scale features. Finally,
the Faster RCNN detector localizes and classifies the regions
of LNG from the fused multimodal information (Ren et al.
2015).

Experiments
Data Description. The experimental dataset is collected
from an existing industrial natural gas facility for train-
ing models. The dataset consists of 5352 8-bit 512 × 640
IR and VI video frames, which are derived from thermal
surveillance devices. In order to comprehensively evaluate
the model’s performance, there are two test sets, i.e., scene
dependence for evaluating model’s capability (dataset is ran-
domly split by 70% and 30%), and scene independence
for evaluating model’s robustness (dataset is split by half
based on recording scenarios). The evaluation metrics are
in COCO format (Bin et al. 2021)

Experimental Results and Discussion. For validating
the feasibility of the proposed MFLNGD, only IR and VI
video frames are used with R18 as the backbone. Although
both IR and IV can perceive the LNG in the scene depen-
dence set, they are lack generalization for the unfamiliar
scenes resulting in low mAP and AP50 in scene indepen-
dent sets. After combining VI and IR images, the perfor-
mance is significantly improved with an embedding network
(3 × 3 Convolution) after concatenation of VI and IR fea-
tures. However, the embedding network cannot extract the
global information, which is important to the perception of
the non-rigid object such as gas. Using the proposed Fourier
transformer (FT) as fusion operators can fuse VI and IR fea-
tures concerning the global information. The results are fur-
ther improved after using FT in the proposed framework.
Moreover, using V19 as backbone can further improve the

model’s capability. It is noticeable that the gap is large be-
tween mAP and AP in the scene independent set. The reason
is the LNG object is a non-rigid body that changes over time.
Therefore, it isn’t easy to have an extremely precise localiza-
tion result. However, the values of AP50 are satisfactory for
industrial demand in visual surveillance of LNG.

Conclusion
This paper proposes a multimodal fusion-based LNG de-
tection (MFLNGD) framework to detect the non-rigid gas
object with hybrid information from VI and IR cameras af-
ter calibration. Moreover, a fusion operator, Fourier trans-
former, is proposed to enhance detection quality. The exper-
imental suggests the effectiveness of the proposed frame-
work. In the future, the motion analysis module such as op-
tical flow to further enhance the robustness of the LNG de-
tection.
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