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Abstract

Psychological concepts can help computational linguists to
better model the latent semantic spaces of emotions, and un-
derstand the underlying states motivating the sharing or sup-
pressing of emotions. This abstract applies the understanding
of agency and social interaction in the happiness semantic
space to its role in positive emotion. BERT-based fine-tuning
yields an expanded seed set to understand the vocabulary of
the latent space. Results benchmarked against many emotion
datasets suggest that the approach is valid, robust, offers an
improvement over direct prediction, and is useful for down-
stream predictive tasks related to psychological states.

Introduction
When human beings post messages on social media, their
emotive expressions provide a way to understand their well-
being. This is because of the close association between
moods and psychological states. Emotions such as joy,
anger, fear, and sadness, are associated with innate psy-
chological states such as happiness, well-being, depression,
and stress. We turn this argument on its head and examine
whether these psychological constructs can better describe
the semantic spaces of emotion.

In considering the linguistic indicators of emotions, it is
perhaps worthwhile to consider that they reflect how authors
appraise themselves and their social environment. Psycholo-
gists define agency as the feeling of being in control of one’s
life. Its linguistic correlates have been examined in prior
work (Jaidka et al. 2018). It is related to the ideas of au-
tonomy (Tay and Diener 2011), and self efficacy (Deci and
Ryan 2000), which are known to have a strong relationship
with personal health and well-being (Lachman and Weaver
1998). On the other hand, social interaction and feeling con-
nected to others are also central to well-being (Helliwell and
Putnam 2004), a feeling of belonging (Sandstrom and Dunn
2014), and happiness (Epley and Schroeder 2014). These
ideas are potentially useful to build a deeper semantic un-
derstanding of the language of emotion.

Herein lies the research gap, because the state of the art
in emotion classifiers mainly rely on the use of valenced
words or word contexts. A departure from this body of work

Copyright © 2022, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

is the CL-Aff HappyDB dataset (Jaidka et al. 2020), which
explored and validated the use of agency and social interac-
tion to understand happiness. Other work by Buechel et al.
(2018) elaborates on “the psychological complexity” of hu-
man reactions such as empathy and distress, by annotating
text data with the empathy assessments of their authors via
multi-item scales. We can apply these ideas to better un-
derstand the emotion expressed in text as an offshoot of a
psychological state. The benefit of applying psychological
constructs to understanding evoked emotion would be a de-
creased reliance on affective words, and a finer sensitivity to
the latent constructs in the semantic spaces.

We propose a generalized framework to map psychologi-
cal constructs into the latent space of emotions. Inspired by
work which uses task-specified knowledge to help the clas-
sification model improve the accuracy (Rozental, Kelrich,
and Fleischer 2019), we first use weakly supervised learn-
ing methods to generate labels regarding the psychological
constructs evident in text datasets with pre-existing emotion
labels. Next, we concatenate this as the latent feature space
into the encoder embedding of the original model trained
on emotion labels. Then, we report preliminary experiments
that validate our approach on four different emotion datasets.
Finally, we demonstrate the performance improvements of-
fered by such an approach to understand happiness.

Problem Formulation
Our latent variable framework aims at integrating specific
psychological features into the original classification model
to better clarify emotion. The challenge herein is that exist-
ing datasets do not have labels for psychological constructs;
however, this is easily fixed by using weakly supervised
methods. As the first step, we train models on the vocabu-
lary of the CL-Aff HappyDB dataset to label other similar
emotion datasets with agency and social interaction labels.
We trained a multilayer perceptron to help us get the dis-
tribution of these psychological constructs. By splicing the
psychological constructs distribution into the encoder em-
bedding of the original model, we can then get a text repre-
sentation oriented around the psychological constructs.

The basic approach to predict positive emotion involves
using a BERT-based classifier which takes each observation
and outputs the probability of a label. We have used a mul-
timodal framework to incorporate categorical and number-
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ical features in the model along with the email text. Be-
sides the BERT embeddings, the psychological labels are
also concatenated to the 768 dimension vector outputted by
the BERT model and fed into a classifier using the Multi-
modal Toolkit.1

Results
Weakly Supervised Learning of Agency and Social
Interaction
The labeled CL-Aff HappyDB dataset were used to train and
validate classifiers on personal agency and social interaction
in 10,000 autobiographical posts about happiness. Classi-
fiers trained using multilayer perceptrons outperformed sim-
pler approaches reported in (Jaidka et al. 2020) (Agency ac-
curacy = 0.95, Social interaction accuracy = 0.88) and were
subsequently applied to label an additional 87,622 posts that
were similarly collected but did not include labels. They
were also used to label four other emotion datasets:

• Sentiment Analysis (Emotion in Text) : It is a sentiment
analysis dataset published on Kaggle. It includes 20,267
labeled observations collected through Crowdflower.

• International Survey on Emotion Antecedents and Reac-
tions(ISEAR): It is the dataset that contains 7,672 obser-
vations collected by a large group of psychologists.

• Stance Sentiment Emotion Corpus (SSEC): The SSEC
corpus is an annotation of the SemEval 2016 Twitter
stance and sentiment corpus which contains 4,871 la-
beled observations.

External Validation
External validation suggested that incorporating agency and
social interaction in predicting positive emotion has yielded
improvements in the end-to-end BERT framework, as seen
in Table 1.

Method
Emotions

in Text ISEAR SSEC
MLPclassifier 80.66 92.23 68.79
MLPclassifier + A + S 80.81 94.40 68.38
Bert Finetune 84.31 97.40 77.41
Bert Finetune + A + S 84.61 97.66 77.41

Table 1: Predictive performance on positive emotion tasks.
MLPclassifier refers to Multi-layer Perceptron classifier. A
and S refer to Agency and Social interaction respectively.

Downstream Utility
On the CLAff HappyDB dataset, the results in Table 2
demonstrate that the final trained classifiers with agency and
social interaction labels (Bert + Agency + Social interaction)
were useful at predicting the ‘duration’ of happiness.2

1https://github.com/georgian-io/Multimodal-Toolkit
21 = “All day, I’m still feeling it” and 0 = “A few moments,” “A

few minutes,” “At least one hour,” and “Half a day”

Method Duration
MLPclassifier 66.59
MLPclassifier + Agency + Social interaction 67.38
Bert Finetune 72.47
Bert + Agency + Social interaction 72.52

Table 2: Predictive performance for the duration of happi-
ness in the CLAff HappyDB dataset, reported as Accuracy.

Future Work
In future work, we plan to generalize our framework to other
emotions. Currently we are using low-dimensional represen-
tations of agency and social interaction and we plan to ex-
plore other ways to represent them. We plan to test the in-
ternal validity of our weakly supervised approach and offer
more direct comparisons against self-reported psychological
states.
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