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Abstract

The Shapley value is one of the most important normative
division scheme in cooperative game theory, satisfying basic
axioms. However, some allocation according to the Shapley
value may seem unfair to humans. In this paper, we develop
an automatic method that generates intuitive explanations for
a Shapley-based payoff allocation, which utilizes the basic
axioms. Given a coalitional game, our method decomposes it
to sub-games, for which it is easy to generate verbal expla-
nations, and shows that the given game is composed of the
sub-games. Since the payoff allocation for each sub-game is
perceived as fair, the Shapley-based payoff allocation for the
given game should seem fair as well. We run an experiment
with 210 human participants and show that when applying
our method, humans perceive Shapley-based payoff alloca-
tion as significantly more fair than when using a general stan-
dard explanation.

Introduction
The Shapley value (Shapley 1953), which has been termed
the most important normative division scheme in coopera-
tive game theory (Winter 2002), is based on the idea that
the payoff of the game should be divided such that each
agent’s share is proportional to its contribution to the pay-
off. Indeed, the Shapley value is considered fair since it is
the only payoff allocation that satisfies the following four
desirable axioms: efficiency, symmetry, null player property
and additivity (Hart 1989).

While the axioms satisfied by the Shapley value seem nec-
essary, humans presented with an allocation according to the
Shapley value may sometimes not observe it as fair. For ex-
ample, consider the following game with three agents: r, l1,
and l2, which is also known as the classical “glove game”.
Agents l1 and l2 have a left-glove and agent r has a right-
glove. A pair of left and right gloves is worth $12, but a
single glove is worth nothing. If all agents collaborate, the
Shapley value allocates $8 to agent r and only $2 to l1 and
$2 to l2. While it seems plausible that agent r should re-
ceive a higher payoff, a right-glove alone is worth nothing
and thus, it may seem unfair that the payoff for this agent
is 4-times more than each of the other agents. However, any
other allocation would violate at least one of the axioms. It
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is thus desirable to increase human acceptance of the alloca-
tion according to the Shapley value, which can be achieved
by providing explanations. In this paper, we develop an au-
tomatic method that generates intuitive explanations for a
Shapley-based payoff allocation.

Now, the essence of our explanation is that any game is
decomposed into several sub-games whose Shapley alloca-
tion is easier to perceive as fair. Specifically, any sub-game is
built such that all the agents are either null players or equiva-
lent to one another, and the values are either all non-negative
or all non-positive. According to the null player axiom each
agent who is a null player should receive a payoff of 0, and
according to the symmetry and efficiency axioms all other
agents should equally share the total outcome, and thus the
Shapley allocation in each sub-game is intuitively fair.

Shi(N, v) =

{
0 i is null player

v(N)
|N |−#null−players i is equivalent.

Finally, following the additivity axiom, since the Shap-
ley allocation of every sub-game is intuitively fair, and the
sum of the Shapley allocations in each sub-game is equal to
the Shapley allocation in the original game, then the latter is
easier to perceive as fair. We note that this process follows
the arguments in the proof of the uniqueness of the Shapley
value (Shapley 1953). Practically, we do not directly present
the axioms to the users. Instead, our algorithm, which we
termed X-SHAP, decomposes any coalitional game into sev-
eral sub-games, and automatically generates a brief verbal
explanation that accompanies each sub-game.

We run an experiment with 210 human participants and
show that the explanations that were generated by X-SHAP
achieved significantly higher fairness rating compared to the
general explanation in all the games examined. This indi-
cates that humans perceive the Shapley payoff allocation as
fairer if they receive X-SHAP’s explanations.

To summarize, the main contribution of this paper is that it
provides the first successful automatic method that generates
customized explanations of the Shapley allocation for any
given coalitional game.

Related Work
Our work belongs to the field of Explainable AI (XAI) (Gun-
ning et al. 2019). The work that is closest to ours is the paper
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by Cailloux and Endriss (Cailloux and Endriss 2016). They
develop an algorithm that automatically derives a justifica-
tion for any outcome of the Borda rule. The algorithm’s main
idea is to decompose the preference profile into a sequence
of sub-profiles, and use one of six axioms for providing ex-
planations for the sub-profiles and for their combinations.
Our approach for explaining the Shapley allocation is also
based on axioms, and we also decompose the given coali-
tional game into a set of sub-games, which together compose
an explanation for the given coalitional game.

Spliddit (Goldman and Procaccia 2015) is a website im-
plementing algorithms for various division tasks (e.g., rent
division), which also explains how the outcomes satisfy cer-
tain fairness requisites. While the website enables users to
compute the Shapley value in a ride-sharing context, it pro-
vides only a general explanation that states the benefits of
the Shapley value. Our work can thus serve as an extension
for Spliddit by providing customized explanations for the
Shapley value.

X-SHAP
In this section we propose the X-SHAP algorithm, which
given any coalitional game, automatically decomposes the
coalitional game into a number of sub-games.

The X-SHAP algorithm works as follows. It receives a
coalitional game (N, v) as an input and provides a set X
of characteristic functions that maintains the following two
properties:

1. Each coalitional game (N, x), where x ∈ X , is easy-to-
explain.

2. The sum of all the characteristic functions in X equals v.
That is,

∑
x∈X x = v.

Note that since the Shapley value satisfies the additivity ax-
iom, the sum of Shapley value payoffs assigned to each
agent i ∈ N in each characteristic function in X is equal
to the Shapley value payoff for i in (N, v). That is, ∀i ∈
N,

∑
x∈X Shi(N, x) = Shi(N, v). Once the set X is gen-

erated, we generate explanations for each of the sub-games.
Algorithm 1 describes the pseudo-code for X-SHAP. The

algorithm iterates over all subsets S ⊆ N in ascending or-
der according to |S|. It maintains a characteristic function
accum that accumulates all the characteristic functions it
builds in each iteration. For each subset S whose value in v is
different from its value in accum, X-SHAP adds the follow-
ing characteristic function x to X . For each subset T ⊆ N
that contains S, x(T ) is set to the difference between v(S)
and accum(S).

Experimental Evaluation
In order to evaluate the performance of X-SHAP, we con-
ducted a survey with human participants. The survey exam-
ined six coalitional games, representing a variety of scenar-
ios. Each of the coalitional games was presented to the par-
ticipants along with its Shapley payoff allocation as a sug-
gestion for dividing the payoff among the agents. Then, each
participant was given either X-SHAP’s explanation or a gen-
eral explanation that states the benefits of the Shapley value,

Algorithm 1: X-SHAP
Input : A coalitional game (N, v).
Output: A set of characteristic functions X , along

with their explanations.
1 X ← ∅
2 Let accum, x be characteristic functions on N
3 Initialize accum to 0 for any subset
4 for i← 1 to |N | do
5 for every S ⊆ N , such that |S| = i do
6 Initialize x to 0 for any subset
7 if v(S) 6= accum(S) then
8 for every T ⊇ S do
9 x(T )← v(S)− accum(S)

10 X ← X ∪ {x}
11 accum← accum+ x

12 Generate an explanation for each x ∈ X
13 return X along with the explanations

which served as a baseline. The participants were asked to
rate the proposed allocation by indicating to what extent they
agree or disagree that it is fair, using a seven-point Likert
scale. Overall, 210 different people participated in the sur-
vey, each answering two different coalitional games.

The results were obtained by averaging over the 35 ratings
of each of the two explanations in each of the six scenar-
ios. The explanations that were generated by X-SHAP sig-
nificantly outperformed the general explanation in terms of
fairness rating in all the scenarios examined (p < 0.0001).
That is, the human participants perceive the payoff alloca-
tion fairer if they receive the explanations that are generated
by X-SHAP. Overall, the average fairness rating in scenar-
ios in which the X-SHAP explanation was provided is 5.3,
which is significantly higher than the rating of 4.4 obtained
for scenarios accompanied by the general explanation.
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