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Abstract

Deep neural networks excel at learning from large-scale la-
beled training data, but cannot well generalize the learned
knowledge to new domains or datasets. Domain adaptation
studies how to transfer models trained on one labeled source
domain to another sparsely labeled or unlabeled target do-
main. In this paper, we investigate the unsupervised domain
adaptation (UDA) problem in image emotion classification.
Specifically, we develop a novel cycle-consistent adversar-
ial model, termed CycleEmotionGAN, by enforcing emo-
tional semantic consistency while adapting images cycle-
consistently. By alternately optimizing the CycleGAN loss,
the emotional semantic consistency loss, and the target clas-
sification loss, CycleEmotionGAN can adapt source domain
images to have similar distributions to the target domain with-
out using aligned image pairs. Simultaneously, the annotation
information of the source images is preserved. Extensive ex-
periments are conducted on the ArtPhoto and FI datasets, and
the results demonstrate that CycleEmotionGAN significantly
outperforms the state-of-the-art UDA approaches.

Introduction
Psychological studies have revealed that visual content (e.g.
images and videos) can evoke rich emotions for human
viewers (Detenber, Simons, and Bennett Jr 1998). Nowa-
days, humans have become used to using images and videos
appearing alongside text in social networks to record their
activities, share their experiences, and express their opinions
(Zhao et al. 2018b). Analyzing the implied emotions of this
large volume of multimedia data can help us to understand
humans’ behaviors, which can benefit wide applications,
such as blog recommendation (Borth et al. 2013).

Recognizing emotions induced by image content, referred
to as image emotion recognition (IER) (Zhao et al. 2014a),
is a non-trivial problem, because of two challenges: affective
gap (Zhao et al. 2014a) and perception subjectivity (Peng et
al. 2015; Zhao et al. 2016). Inspired by psychology and art
theory, different hand-crafted features (e.g. color and tex-
ture (Machajdik and Hanbury 2010), shape (Lu et al. 2012),
and principles of art (Zhao et al. 2014a)) have been designed
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Source image (ArtPhoto) Adapted source image Target image (FI)
Classification accuracy (%) of the model tested on the target
Trained on the target: 66.81, Trained on the source: 20.17
Trained on the target after adaptation using CycleEmotionGAN: 25.20

Figure 1: An example of domain shift. The overall accuracy
of a state-of-the-art image emotion classification model (He
et al. 2016) drops from 66.81% (trained on the target FI) to
20.17% (if trained only on the source ArtPhoto). We pro-
pose CycleEmotionGAN, a novel cycle-consistent adversar-
ial model, to perform unsupervised domain adaptation. Our
model achieves significant performance improvements over
the source-trained model baselines.

to bridge the affective gap. These methods mainly classified
the images into one dominant emotion category, or regressed
the images with average dimension values. To tackle the sub-
jectivity issue, we can predict personalized emotion percep-
tions for each viewer (Zhao et al. 2016), or learn the emo-
tion distributions for each image (Yang, She, and Sun 2017;
Zhao et al. 2017a; 2017b).

With the advent of deep neural networks, several end-to-
end approaches have been proposed to classify image emo-
tions (Rao, Xu, and Xu 2016; You et al. 2016; Zhu et al.
2017b; Yang et al. 2018a) or learn emotion distributions
(Peng et al. 2015; Yang, She, and Sun 2017). Current IER
methods, especially ones based on deep neural networks,
perform well with large-scale labelled training data. How-
ever, due to domain shift or dataset bias (Torralba and Efros
2011), they cannot well generalize their learned knowledge
to new domains or datasets, as shown in Figure 1. Even a
slight departure from a network’s training domain can cause
it to make incorrect predictions and significantly reduce its
performance (Tzeng et al. 2017). Domain adaptation (DA) is
a machine learning paradigm that seeks to train a model on
a source domain that can, in turn, perform well on a differ-
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ent, but related, target domain. Though DA has been widely
studied in various computer vision tasks (Patel et al. 2015),
it has rarely been applied to the IER problem.

In this paper, we study the unsupervised domain adap-
tation (UDA) problem of classifying image emotions in
one source domain and adapting this to another target do-
main. A novel cycle-consistent adversarial model, termed
CycleEmotionGAN, is developed for image emotion classi-
fication. Similar to Cycle-Consistent Generative Adversarial
Networks (CycleGAN) (Zhu et al. 2017a), using an adver-
sarial loss, a mapping GST : XS → XT is learned to adapt
the source images XS to the target images XT so that the
distribution of images from GST (XS) is indistinguishable
from the distribution XT . Because this mapping is highly
under-constrained (Zhu et al. 2017a), an inverse mapping
GTS : XT → XS is coupled and a cycle-consistency loss
is introduced to enforce GTS(GST (xS)) ≈ xS (and vice
versa). To preserve the annotation information of the source
images, we complement the CycleGAN loss with an emo-
tional semantic consistency (ESC) loss that penalizes large
semantic changes between the adapted and source images.
In this way, the CycleEmotionGAN model can adapt the
source domain images to appear as if they were drawn from
the target domain, while preserving the annotation informa-
tion. Meanwhile, a classification network is trained to learn
the mappings between image content and emotions. That
is, we alternately optimize the CycleGAN loss, ESC loss,
and classification loss. Extensive experimental results on the
ArtPhoto (Machajdik and Hanbury 2010) and FI (You et al.
2016) datasets demonstrate the effectiveness of the proposed
UDA method for classifying image emotions.

In summary, the contributions of this paper are threefold:
1. We propose to adapt image emotions from one source

domain to a target domain in an unsupervised manner. To
the best of our knowledge, this is the first domain adaptation
work on image emotion classification.

2. We develop a novel cycle-consistent adversarial
model, CycleEmotionGAN, for image emotion classifica-
tion, which alternately optimizes the CycleGAN loss, the
ESC loss, and the target classification loss. Thanks to the
emotional semantic consistency loss, the adapted images are
indistinguishable from the target images, while preserving
the annotation information of the source images.

3. We conduct extensive experiments on the ArtPhoto and
FI datasets, and the results demonstrate the superiority of the
proposed CycleEmotionGAN model.

Related Work
Image Emotion Recognition: Two models are typically
employed by psychologists to represent emotions: categor-
ical emotion states (CES), and dimensional emotion space
(DES). CES models consider emotions to be one of a few
basic categories, while DES models usually employ a 3D or
2D Cartesian space to represent emotions. CES is straight-
forward for users to understand and label, while DES is more
descriptive. In this paper, we classify images into one of
Mikels’s eight emotions (positive ones are amusement, awe,
contentment, excitement, and negative ones are anger, dis-
gust, fear, and sadness) (Mikels et al. 2005).

In the early years, researchers mainly hand-crafted fea-
tures at different levels for IER, such as low-level ones like
color, texture (Machajdik and Hanbury 2010), and shape (Lu
et al. 2012); mid-level ones such as principles-of-art (Zhao
et al. 2014a) and composition (Machajdik and Hanbury
2010); and finally high-level ones such as adjective noun
pairs (Borth et al. 2013). Some work also fused different
levels of features (Zhao et al. 2014b; 2017a; 2018c).

Recently, with the success of convolutional neural net-
works (CNNs) on many computer vision tasks, CNNs have
also been employed in IER. Peng et al. (2015) fine-tuned
a pre-trained CNN to predict emotion distributions. You et
al. (2015) designed a progressive CNN architecture to make
use of noisily labeled data for binary sentiment classifica-
tion (You et al. 2016). Rao, Xu, and Xu (2016) learned
multi-level deep representations (MldrNet), based on which
Zhu et al. (2017b) integrated the different levels of fea-
tures with a Bidirectional GRU model to exploit their de-
pendencies. Yang et al. (2018b) employed deep metric learn-
ing to optimize both the retrieval and classification tasks
by jointly optimizing cross-entropy loss and a novel sen-
timent constraint. Different from improving global image
representations, several methods (You, Jin, and Luo 2017;
Yang et al. 2018a) consider the local information for IER.

All the above methods employ a supervised manner to
learn the mapping between image content and emotions.
Please refer to (Zhao et al. 2018a) for a more comprehen-
sive survey of IER. In this paper, we study how to adapt the
models from the labeled source domain to the unlabeled tar-
get domain for classifying image emotions.
Unsupervised Domain Adaptation: In computer vision,
unsupervised domain adaptation (UDA) is an open theoret-
ical and practical problem (Patel et al. 2015). Our literature
review here primarily focuses on CNN methods due to their
empirical superiority for the problem. Please refer to (Patel
et al. 2015) for reviewing the non-deep UDA methods. Typ-
ically, deep UDA methods employ a conjoined architecture
with two streams to represent the models for the source and
target domains, respectively (Zhuo et al. 2017). In addition
to the traditional task loss based on the labeled source data,
deep UDA models are usually trained jointly with another
loss, such as a discrepancy loss, adversarial loss, or recon-
struction loss, to deal with the domain shift.

Discrepancy-based methods explicitly measure the dis-
crepancy between the source and target domains on corre-
sponding activation layers of the two streams, including the
multiple kernel variant of maximum mean discrepancies on
the fully connected (FL) layers (Long et al. 2015), correla-
tion alignment (CORAL) on the last FL layer (Sun, Feng,
and Saenko 2017), and CORAL on the last FL layer and the
last convolutional (conv) layer (Zhuo et al. 2017).

Adversarial generative models combine the domain dis-
criminative model with a generative component generally
based on GANs (Goodfellow et al. 2014). The Coupled
Generative Adversarial Networks (CoGAN) (Liu and Tuzel
2016) can learn a joint distribution of multi-domain images
with a tuple of GANs. By enforcing a self-regularization
loss, Shrivastava et al. (2017) proposed SimGAN to improve
the realism of a simulator’s output using unlabeled real data.
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Figure 2: The framework of the proposed CycleEmotionGAN model for adapting image emotions from the source domain to
the target domain. The black solid lines with arrows indicate the operations in the training stage. The dot dash lines with arrows
correspond to different losses. For clarity the target cycle is omitted.

To penalize large low-level differences between the source
and generated images for foreground pixels only, a masked
Pairwise Mean Squared Error is minimized in Bousmalis et
al. (2017). Hoffman et al. (2018) proposed to adapt repre-
sentations at both the pixel-level and feature-level, while en-
forcing cycle-consistency and leveraging a task loss.

Adversarial discriminative models usually employ an ad-
versarial objective with respect to a domain discriminator to
encourage domain confusion. The domain-adversarial neu-
ral network (Ganin et al. 2016) optimizes the mapping to
minimize the discriminator loss directly. Tzeng et al. (2017)
proposed to use an inverted label GAN loss to split the opti-
mization process into two independent objectives for gener-
ator and discriminator respectively.

Reconstruction based methods incorporate a reconstruc-
tion loss to minimize the difference between the input and
the reconstructed input. Ghifary et al. (2015) designed a
three-layer multi-task autoencoder with multiple output lay-
ers, each of which corresponds to one domain. Deep re-
construction classification networks (Ghifary et al. 2016)
combine a traditional convolutional supervised network for
source label prediction with a de-convolutional unsuper-
vised network for target data reconstruction.

All the adapted targets of these methods are objective
tasks, such as digit recognition, gaze estimation, and scene
segmentation. Zhao et al. (2018d) adapted a subjective vari-
able, image emotion, to learn discrete distributions. In this
paper, we study the unsupervised domain adaptation prob-
lem in image emotion classification.

The CycleEmotionGAN Model
In this paper, we focus on one-source, homogeneous, and
unsupervised domain adaptation, i.e. with only one source
domain, labels from the source and target domains being ob-

served in the same space, and the target domain being fully
unlabeled. Suppose the source images and corresponding
emotion labels drawn from the source distribution PS(x, y)
are XS and YS respectively, and the target images drawn
from the target distribution PT (x) are XT . Our goal is to
learn a model that can correctly classify an image from the
target domain into one of the L (L = 8 in this paper) emo-
tion categories based on {XS ,YS} and XT .

The main idea of CycleEmotionGAN is to learn a map-
ping GST : XS → XT to adapt the source images XS to
the target images XT . The requirement for GST is that the
adapted images X′S cannot be distinguished from the tar-
get images XT by a discriminator DT and that the emo-
tion labels of XS are preserved. Because the mapping GST

is unstable and prone to failure (Zhu et al. 2017a), an in-
verse mapping GTS : XT → XS is employed with a cycle-
consistency loss to enforce GTS(GST (xS)) ≈ xS (and vice
versa). To preserve the emotion labels of the source images,
we complement the CycleGAN loss with an emotional se-
mantic consistency (ESC) loss which penalizes large seman-
tic differences between the adapted and source images. In
this way, the CycleEmotionGAN model can adapt the source
domain images to be indistinguishable from the target do-
main, while preserving the annotation information. Finally,
we can train a classifier F on the adapted dataset {X′S ,YS}
as if the training images X′S and test images XT were from
the same distribution. The framework is shown in Figure 2.

CycleGAN Loss
CycleGAN aims to learn two mappings GST : XS → XT

and GTS : XT → XS between two domains S and T given
training samples XS and XT . Meanwhile, two discrimina-
tors DT and DS are trained, where DT aims to distinguish
between images XT and GST (XS), and DS aims to distin-
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guish between images XS and GTS(XT ). As in (Zhu et al.
2017a), the CycleGAN Loss contains two terms. One is the
adversarial loss (Goodfellow et al. 2014) that matches the
distribution of generated images to the data distribution in
the target domain:
LGAN (GST , DT ) =ExS∼PS

logDT (GST (xS))+
ExT∼PT

log[1−DT (xT )],
(1)

LGAN (GTS , DS) =ExS∼PS
log[1−DS(xS)]+

ExT∼PT
logDS(GTS(xT )).

(2)

The other is a cycle-consistency loss that ensures the learned
mappings GST and GTS are cycle-consistent, preventing
them from contradicting each other. In this way, the image
translation cycle is able to bring the reconstructed image
back to the original image. That is GTS(GST (xS)) ≈ xS

andGST (GTS(xT )) ≈ xT . According to (Zhu et al. 2017a),
the cycle-consistency loss is defined as:
Lcyc(GST , GTS) = ExS∼PS

‖ GTS(GST (xS))− xS ‖1
+ ExT∼PT

‖ GST (GTS(xT ))− xT ‖1 .
(3)

The objective of the CycleGAN loss is
LCycleGAN (GTS , GTS , DT , DS) = LGAN (GST , DT )+

LGAN (GTS , DS) + αLcyc(GTS , GTS),
(4)

where α controls the relative importance of the GAN loss
with respect to the cycle-consistency loss.

Emotional Semantic Consistency Loss
In addition to generating adapted images from source im-
ages, the generator GST should also preserve the emotion
labels of the source images. This is an essential ingredient
which enables training a classifier that uses the adapted im-
ages together with the emotion labels corresponding to the
source images. For this purpose, we propose the use of an
emotional semantic consistency loss to minimize the differ-
ence between the predicted emotions of source images and
adapted images:
LESC(GST ) = ExS∼PS

d(F (xS), F (GST (xS))), (5)
where d(·, ·) is a function that measures the distance be-
tween two emotion labels. Therefore, the augmented Cycle-
GAN loss with the ESC loss is
LaCycleGAN (GTS , GTS , DT , DS) = LGAN (GST , DT )+

LGAN (GTS , DS) + αLcyc(GTS , GTS) + λLESC(GST ),
(6)

where λ controls the relative importance of the CycleGAN
loss with respect to the ESC loss.

Here, we adopt two strategies for defining d(·, ·). First,
since the output of network F is a probability distribution
with each element representing the probability of corre-
sponding emotion, we employ the symmetrized Kullback–
Leibler divergence (SKL) to measure the distance between
two distributions p and q:

SKL(p ‖ q) = KL(p||q) +KL(q||p),

KL(p||q) =
L∑

l=1

(
pl ln pl − pl ln ql

)
.

(7)
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Figure 3: Mikels’ emotion wheel and an example of Mikels’
emotion distance for the emotion category fear (Zhao et al.
2016; 2018c).

Second, inspired by the research on emotion theory, we
employ the Mikels’ Wheel (Zhao et al. 2016) (which de-
termines the relationship between two emotions) to mea-
sure the similarity between two emotions, from similar to
complete opposites. Pairwise emotion distance is defined as
1+“the number of steps required to reach one emotion from
another”, as shown in Figure 3. Pairwise emotion similar-
ity is defined as the reciprocal of pairwise emotion distance.
d(·, ·) equals 1-pairwise emotion similarity.

Classification Loss
Generally, a separate task model is learned based on the
adapted source images X′S and the corresponding emotion
labels YS after CycleGAN (Zhu et al. 2017a) to perform
the final adaptation task. Contrary to this, the proposed Cy-
cleEmotionGAN is augmented with a classifier F (x′S) →
y′S , which assigns emotion y′S to the adapted image x′S . Sim-
ilar to the CNN-based emotion classification method (You
et al. 2016), the classifier F is optimized by minimizing the
following cross-entropy loss:

Ltask(F ) = E(xS ,yS)∼PS

L∑
l=1

1[l=yS ] log(σ(F
(l)(GST (xS)))),

(8)
where σ is the softmax function, and 1 is an indicator func-
tion.

CycleEmotionGAN Learning
In our implementation, the generators GST and GTS are
convolutional neural networks with residual connections
that maintain the resolution of the original image as il-
lustrated in Figure 2. The discriminators DT , DS and the
classifier F are also convolutional neural networks. The
optimization of the proposed CycleEmotionGAN model is
achieved by alternating between two stochastic gradient de-
scent (SGD) steps. During the first step, we update DT ,
DS and F using SGD, while keeping GST and GTS fixed.
During the second step, we fix DT , DS and F , and update
GST and GTS using SGD. The detailed training procedure
is shown in Algorithm 1, where θST , θTS , φS , φT , and ϕ
are the parameters of GST , GTS , DS , DT , and F , respec-
tively.
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Algorithm 1: Adversarial training procedure of the pro-
posed CycleEmotionGAN model

Input: Sets of source images xS ∈ XS with emotion
labels yS ∈ YS , and target images xT ∈ XT , the
maximum number of steps T

Output: Predicted emotion label of target image xT
1 for t← 1 to T do
2 Sample a mini-batch of source images xS , and

target images xT ;
/* Updating θST and θTS when fixing

φT , φS and ϕ */
3 Update θST and θTS by taking an SGD step on

mini-batch loss LaCycleGAN , LESC in Eq. (4),
Eq. (5);

/* Updating φT , φS when fixing
θST, θTS, and ϕ */

4 Compute GST (xS ;θST ) with current θST ;
5 Compute GTS(xT ;θTS) with current θTS ;
6 Update φT by taking an SGD step on mini-batch

loss LGAN in Eq. (1);
7 Update φS by taking an SGD step on mini-batch

loss LGAN in Eq. (2);

/* Updating ϕ when fixing φT , φS,
θST, and θTS */

8 Compute GST (xS ;θST ) with current θST ;
9 Update ϕ by taking an SGD step on mini-batch loss

Ltask(F ) in Eq. (8);
10 end
11 return F (xT ;ϕ).

Experiments
In this section, we first introduce the detailed experimen-
tal setup, including the datasets, baselines, evaluation met-
rics, and implementation details. We then evaluate the per-
formance of the proposed model and report and analyze the
results as compared to the state-of-the-art approaches.

Datasets
The Artistic (ArtPhoto) dataset (Machajdik and Hanbury
2010) consists of 806 artistic photographs from a photo shar-
ing site organized by emotion categories. The artists take the
photos, upload them to the website, and determine the emo-
tion categories of the photos. The artists try to evoke a cer-
tain emotion in the viewers through the photo with conscious
manipulation of the emotional objects, lighting, colors, etc.
In this dataset, each image is assigned to one of the eight
Mikels’ emotion categories.

The Flickr and Instagram (FI) dataset (You et al. 2016)
is collected from 3 million weakly labeled web images in
Flickr and Instagram by labeling with Mikels’ eight emo-
tion categories. A group of 225 Amazon Mechanical Turk
(AMT) workers were employed to label the images. Each
image is assigned to 5 AMT workers. In total, 23,308 im-
ages receiving at least three agreements between workers are
included in the FI dataset.

Evaluation Metrics
Similar to (You et al. 2016; Yang et al. 2018a), we employ
the classification accuracy (Acc) to evaluate our results. Acc
is defined as the proportion of all predictions which are cor-
rect. 0 ≤ Acc ≤ 1, with larger values representing better
performances.

Baselines
To the best of our knowledge, CycleEmotionGAN is the first
work on unsupervised domain adaptation for classifying im-
age emotion. To demonstrate its effectiveness, we compare
it to the following baselines: (1) source-only i.e. train on the
source domain and test on the target domain directly; and
(2) CycleGAN (Zhu et al. 2017a) i.e. first adapt the source
images to the adapted ones cycle-consistently, and then train
the classifier on the adapted source images with the emotion
labels from corresponding source images. For comparison,
we also report the results of an oracle setting, where the re-
gressor is both trained and tested on the target domain.

Implementation Details
The generators GST and GTS employ the CycleGAN ar-
chitecture (Zhu et al. 2017a), which has shown impres-
sive results for style domain transfer. This network contains
two stride-2 convolutions, several residual blocks and two
fractionally-strided convolutions with stride 1

2 . We use 9
blocks for 256 × 256 and higher-resolution training images.
Similar to (Johnson, Alahi, and Fei-Fei 2016), we use in-
stance normalization.

The discriminators DT and DS use 70 × 70 PatchGANs
(Johnson, Alahi, and Fei-Fei 2016), which aim to classify
whether 70× 70 overlapping image patches are real or fake.
Such a patch-level discriminator architecture has fewer pa-
rameters than a full-image discriminator, and can be applied
to arbitrarily-sized images in a fully convolutional fashion.

The classifier F is based on the ResNet101 (He et al.
2016) architecture, which is initialized with the weights
trained for ImageNet classification. The output of the last
FL layer is changed to L, which can produce a probability
distribution over the L emotion categories. The original loss
layer is replaced with the cross-entropy loss from Eq. (8).

Similar to CycleGAN (Zhu et al. 2017a), we follow Shri-
vastava’s strategy (Shrivastava et al. 2017) and update the
discriminators using a history of generated images rather
than the ones produced by the latest generative networks.
We keep an image buffer that stores the 50 previously gen-
erated images. α in Eq. (4) is set to 10 in all experiments
as in (Zhu et al. 2017a). λ in Eq. (6) is set to 10 and 5 for
SKL and Midels’ wheel definitions of d(·, ·), respectively.
We also conduct an empirical analysis on the sensitivity of
results to λ. We use the Adam solver with a batch size of
1. All generator and discriminator networks are trained from
scratch with a learning rate of 0.0002, and the classifier F is
trained with a learning rate of 0.0001.

Results and Analysis
The performance comparisons between the proposed Cy-
cleEmotionGAN model and the state-of-the-art approaches
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Table 1: Classification accuracy (%) comparison between the proposed CycleEmotionGAN model and state-of-the-art ap-
proaches from the source ArtPhoto to the target FI. The best method trained on the source domain is emphasized in bold.

Amusement Anger Awe Contentment Disgust Excitement Fear Sadness Average
source-only 2.06 6.50 9.51 4.16 47.83 66.67 18.18 37.37 20.17

CycleGAN (Zhu et al. 2017a) 29.63 19.51 21.97 7.37 36.02 17.02 24.24 39.15 22.68
CycleEmotionGAN - SKL 28.19 17.89 23.93 9.26 25.47 38.30 22.22 38.08 24.67

CycleEmotionGAN - Mikels 35.39 16.26 33.44 6.81 35.40 23.05 20.20 35.23 25.20
oracle (train on target) 63.69 59.57 40.65 84.16 70.32 34.34 64.77 64.60 66.81

Table 2: Classification accuracy (%) comparison between the proposed CycleEmotionGAN model and the state-of-the-art
approaches from the source FI to the target ArtPhoto. The best method trained on the source domain is emphasized in bold.

Amusement Anger Awe Contentment Disgust Excitement Fear Sadness Average
source-only 0.00 14.29 40.00 57.14 14.29 20.00 45.45 37.50 29.49

CycleGAN (Zhu et al. 2017a) 20.00 14.29 40.00 28.57 42.86 30.00 18.18 50.00 32.05
CycleEmotionGAN - SKL 20.00 28.57 70.00 28.57 42.86 20.00 36.36 43.75 37.18

CycleEmotionGAN - Mikels 20.00 28.57 60.00 42.86 28.57 40.00 27.27 43.75 37.18
oracle (train on target) 30.00 28.57 40.00 14.29 71.43 60.00 63.64 43.75 44.87

as measured by classification accuracy are shown in Table 1
(from the source ArtPhoto to the target FI) and Table 2 (from
the source FI to the target ArtPhoto).

From the results, we have the following observations. (1)
The source-only method i.e. directly transferring the models
trained on the source domain to the target domain performs
the worst in both adaptation settings. Due to the influence of
domain shift or dataset bias, the joint probability distribu-
tions of observed images and emotion labels greatly differ
in the two domains. This results in the model’s low transfer-
ability from the source domain to the target domain. (2) Both
adaptation methods, CycleGAN and CycleEmotionGAN,
outperform the source-only methods, with CycleEmotion-
GAN performing better. This demonstrates the effectiveness
of CycleEmotionGAN for unsupervised domain adaptation
in classifying image emotions. Specifically, the relative per-
formance improvements of CycleEmotionGAN over source-
only and CycleGAN measured by classification accuracy are
24.94% and 11.11% from the source ArtPhoto to the target
FI, and 26.08% and 16.01% from the source FI to the tar-
get ArtPhoto, respectively. These results demonstrate that
the proposed CycleEmotionGAN model can achieve supe-
rior performance relative to state-of-the-art approaches. The
performance improvements benefit from the alternate explo-
ration of CycleGAN loss, emotional semantic consistency
loss, and classification loss in CycleEmotionGAN. (3) Both
SKL and Mikels’ wheel distance measures work in the Cy-
cleEmotioGAN model. Mikels’ wheel performs marginally
better than SKL from the source ArtPhoto to the target
FI. (4) For the relatively similar emotion categories, such
as amusement, contentment, and excitement, the source-only
model is extremely unbalanced, misclassifying amusement
as excitement when going from ArtPhoto to FI. The Cy-
cleGAN and CycleEmotionGAN models can better distin-
guish these emotion categories. (5) For the emotion cate-
gories such as amusement, the images significantly differ
between ArtPhoto and FI. When testing on ArtPhoto using
the models directly trained on FI, the classification accuracy
is 0. After image style transfer using CycleGAN, the per-

formance is significantly improved. (6) The oracle method,
i.e. testing on the target domain using the model trained on
the same domain, achieves the best performance. However,
this model is trained using the ground truth emotion labels
from the target domain, which are of course unavailable in
unsupervised domain adaptation. (7) There is still an obvi-
ous performance gap between all adaptation methods and
the oracle method, especially when adapting from the small-
scale ArtPhoto to the large-scale FI. Due to the complexity
and subjectivity of emotions (Yang et al. 2018b), effectively
adapting image emotions is still a challenging problem.

We visualize the results of image-space adaptation be-
tween ArtPhoto and FI in Figure 4. We can see that both Cy-
cleGAN and CycleEmotionGAN can adapt the source im-
ages to be more visually similar to the target ones, with Cy-
cleEmotionGAN performing better. For example, the hue of
the adapted image (c) in the last column by CycleEmotion-
GAN is more similar to that of the target one than the hue in
the original source image and the hue in the image adapted
by CycleGAN. This further demonstrates the effectiveness
of the proposed CycleEmotionGAN model.

Parameter Sensitivity. We investigate the impact of the
hyperparameter λ in Eq. (6) on performance. Figure 5 and
Figure 6 give an illustration of the variation of emotion clas-
sification performance. We can observe that generally the
performance first increases and then decreases as λ varies.
This confirms the validity of alternately optimizing the ESC
loss and CycleGAN loss, since a good trade-off between the
two can enhance the transferability.

Conclusion
In this paper, we make significant progress toward solving
the unsupervised domain adaptation (UDA) problem of clas-
sifying image emotions. A novel cycle-consistent adversar-
ial model, termed CycleEmotionGAN, is developed by com-
plementing the CycleGAN loss with an emotional semantic
consistency (ESC) loss. Two implementations for the ESC
loss, the symmetrized KL divergence and Mikels’ Wheel
distance, are employed to preserve the emotion labels of the
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(a)

(b)

(c)

Amu Ang Awe Con Dis Exc Fea Sad

(d)

(e)

(f)

Figure 4: Visualization of the adapted results between ArtPhoto and FI. Example images from the ArtPhoto (a) and FI (d)
datasets, alongside their image-space adaptations to the opposite domain by CycleGAN (b) (e) and CyleEmotionGAN-Mikels
(c) (f), respectively. The adapted images look more visually similar to the target images than the source images.
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(b) Mikels’ wheel

Figure 5: Sensitivity of the proposed CycleEmotionGAN
model to λ in Eq. (6) when going from ArtPhoto to FI.

source images. The alternate optimization of the CycleGAN
loss, ESC loss, and classification loss enables CycleEmo-
tionGAN to adapt the source domain images to have simi-
lar distributions to those of the target domain images. The
extensive experiments conducted on the ArtPhoto and FI
datasets demonstrate that CycleEmotionGAN significantly
outperforms the state-of-the-art UDA approaches for image
emotion classification.

For further studies, we plan to extend the CycleEmotion-
GAN model to other image emotion recognition (IER) tasks,
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(b) Mikels’ wheel

Figure 6: Sensitivity of the proposed CycleEmotionGAN
model to λ in Eq. (6) when going from FI to ArtPhoto.

such as emotion distribution learning. We also aim to in-
vestigate methods that adapt well when the source domain
and the target domain employ different emotion models and
when there is more than one source domain.
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