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Abstract
Multi-view unsupervised feature selection (MV-UFS) aims
to select a feature subset from multi-view data without us-
ing the labels of samples. However, we observe that ex-
isting MV-UFS algorithms do not well consider the local
structure of cross views and the diversity of different views,
which could adversely affect the performance of subsequent
learning tasks. In this paper, we propose a cross-view local
structure preserved diversity and consensus semantic learn-
ing model for MV-UFS, termed CRV-DCL briefly, to ad-
dress these issues. Specifically, we project each view of data
into a common semantic label space which is composed of
a consensus part and a diversity part, with the aim to cap-
ture both the common information and distinguishing knowl-
edge across different views. Further, an inter-view similarity
graph between each pairwise view and an intra-view similar-
ity graph of each view are respectively constructed to pre-
serve the local structure of data in different views and dif-
ferent samples in the same view. An l2,1-norm constraint is
imposed on the feature projection matrix to select discrim-
inative features. We carefully design an efficient algorithm
with convergence guarantee to solve the resultant optimiza-
tion problem. Extensive experimental study is conducted on
six publicly real multi-view datasets and the experimental re-
sults well demonstrate the effectiveness of CRV-DCL.

Introduction
With the rapid development of data acquisition sensors
and data processing technologies, data are usually repre-
sented by various feature descriptors. For an instance, in
image/video processing, different visual descriptors such
as Local Binary Patterns (LBP) (Ojala, Pietikainen, and
Maenpaa 2002), Scale Invariant Feature Transform (SIFT)
(Lowe and Lowe 2004) and Histogram of Oriented Gradient
(HOG) (Dalal and Triggs 2005) are often used to describe
each image/video frame from different views. In biomedi-
cal research, both the chemical structure and chemical re-
sponse in different cells can be used to represent a certain
drug, while the sequence and gene expression values can
represent a certain protein in different aspects (Li 2014;
Li and Cai 2017). In general, data in these applications is
termed multi-view data in data mining and machine learn-
ing communities (Liu et al. 2016; 2018; Zhang et al. 2018).
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In order to process the multi-view data, many multi-view
learning methods have been put forward (Wang et al. 2018;
Tang et al. 2018d). Among these algorithms, multi-view un-
supervised feature selection (MV-UFS), which aims to select
a feature subset from multi-view data without using the la-
bels of samples, has obtained more and more attention since
different views of data are usually with high dimensional-
ity and processing these data is confronted with the curse of
dimensionality problem (Friedman 1997). In addition, it is
a challenging and laborious task to obtain the labels from
large number of data instances.

In the past few years, a variety of MV-UFS methods have
been proposed and these methods can be mainly grouped
into two categories. The first category combines multiple
features from different views into a single one and then ap-
plies traditional single-view unsupervised feature selection
methods, including Laplacian score (He, Cai, and Niyogi
2005), trace ratio (Nie et al. 2008), spectral feature selec-
tion (Zhao and Liu 2007), minimum redundancy spectral
feature selection (Zhao, Wang, and Liu 2010) and data rep-
resentation (Zhu et al. 2017), into the concentrated data.
This kind of methods does not well exploit the underlying
correlations between different views. Instead of concentrat-
ing different views, the other category of MV-UFS meth-
ods aim to tackle multi-view data directly, and they often
excavate the diversity and complementary information to
promote the feature selection performance. Typical meth-
ods in this class include Adaptive Multi-View Feature Selec-
tion (AMFS) method (Wang et al. 2016), Adaptive Unsuper-
vised Multi-View Feature Selection (AUMFS) (Feng et al.
2012), Robust Multi-View Feature Selection (RMFS) (Liu,
Mao, and Fu 2017), Adaptive Similarity and View Weight
(ASVW) learning for Multi-View Feature Selection (Hou
et al. 2017) and Consensus Learning Guided Multi-view
Unsupervised Feature Selection (CGMV-UFS) (Tang et al.
2018a). Since the diversity and complementary information
are important for multi-view learning, MV-UFS methods in
the second class often perform better than those in the first
category. The work in this paper belongs to the second cate-
gory.

Without labels of data instances, the local property of
samples usually acts as a priori to regularize the feature se-
lection process. Therefore, traditional methods usually uti-
lize various similarity graphs to characterize the local geo-
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metrical manifold structure of data and then rank the impor-
tance of each feature (Zhang et al. 2017). However, previous
approaches often construct a similarity graph for each view
separately, while the cross view local structure has been ig-
nored. Furthermore, to capture the shared structure of differ-
ent views, existing methods learn a certain consensus space
from which different views are assumed to be projected (Z
and J 2015). This does not considerably take the effect of
the diversity and noises of different views on the projection
into account. To overcome these two issues, in this paper,
we propose a cross-view local structure preserved diversity
and consensus semantic representation model for MV-UFS,
referred to as CRV-DCL briefly. For capturing both the com-
mon information and distinguishing specificity of different
views, we project each view of original data into a common
semantic label space, and we relax this space to a consen-
sus part and a diversity part. In such a way, different feature
views are regularized to represent the same samples. Mean-
while, instead of using only an intra-view similarity graph of
each view to preserve the local structure of different samples
in the same view, we also construct an inter-view similarity
graph between any two views to preserve the local structure
of a certain sample in different views. The main contribu-
tions of this work are summarized as follows:

• We construct an intra-view similarity graph for each in-
dividual view and an inter-view similarity graph for each
pairwise views to preserve the local structure of data for
MV-UFS;

• Instead of projecting each view of data into a single com-
mon semantic label space, we relax the projected space
into a consensus part and a diversity part. By this way,
both the diversity and consensus information of different
views can be better exploited;

• An efficient optimization algorithm is carefully designed
to solve the proposed model, and the comprehensive ex-
perimental results on six publicly benchmark datasets
demonstrate the effectiveness of the proposed method.

Related Work
In this section, we give a briefly review about some recent
related work on MV-UFS. AMFS (Wang et al. 2016) is a
MV-UFS method proposed for human motion retrieval. In
AMFS, multiple local feature descriptors are used to rep-
resent human motion data. For each view of data, a graph
Laplacian matrix is generated, and these view-dependent
Laplacian matrices are then linearly combined with weights
to exploit complementary information of different views. Fi-
nally, trace ratio criteria is deployed to eliminate redundant
features. To identify discriminative features, AUMFS (Feng
et al. 2012) adopts a robust l2,1-norm regularized sparse re-
gression model to project original data into cluster labels. In
AUMFS, the l2,1-norm is used to impose row sparsity on the
projection matrix for measuring feature importance. In addi-
tion, the local geometrical structure of data is also preserved
by linearly combining view-dependent graph Laplacian ma-
trices with weights. RMFS (Liu, Mao, and Fu 2017) applies
robust multi-view k-means to obtain the robust and high

quality pseudo labels for sparse feature selection in an effi-
cient way. In RMFS, the pseudo labels are generated by uti-
lizing the heterogeneous information from multiple views.
By considering that previous methods such as AMFS and
AUMFS ignore the underlying shared structure across dif-
ferent feature views, and the pre-computed similarity ma-
trices are not accurate for characterizing the local structure
of data, ASVW (Hou et al. 2017) leverages the learning
mechanism to adaptively learn a common similarity matrix
shared by different views. Recently, CGMV-UFS (Tang et al.
2018a) constructs a view-dependent graph Laplacian matrix
for each view for intra-view local structure preservation to
capture both the common and complementary information
of different views. Meanwhile, CGMV-UFS learns a com-
mon label indicator matrix to regularize that different fea-
ture views represent the same samples. However, as afore-
mentioned, almost all of previous methods are confronted
with at least two issues, i.e., the cross-view local structure
is not taken into consideration and the assumption of pro-
jecting multi-view data into a single label space is too strict
since there usually are noises and specificity in each single
view.

The Proposed CRV-DCL
Notations
Throughout this paper, matrices and vectors are denoted as
boldface capital letters and boldface lower case letters, re-
spectively. For an arbitrary matrix M ∈ Rm×n, Mij de-
notes its (i, j)-th entry, mi and mj denote its i-th row and
j-th column, respectively. Tr(M) is the trace of M if M is
square and MT is the transpose of M. Im is the identity
matrix with size m × m (denoted by I if the size is ob-
viously known). The l2,1-norm of matrix M is defined as

||M||2,1 =
∑m

i=1 ||mi|| =
∑m

i=1

√∑n
j=1 Mij

2. ||M||F =√∑m
i=1

∑n
j=1 Mij

2 is the well-known Frobenius norm of

M. ||M||1 =
m∑
i=1

n∑
j=1

|Mij | represents the l1-norm of matrix

M, i.e., the absolute summation of its entries.
Supposed we have N data samples {xi}Ni=1 belonging to

c classes, and they are characterized by V views of features,
the data matrix is denoted as X = [x1, · · · , xN ] ∈ Rd×N .
Let xvi denote the v-th view of the i-th sample, then the com-
plete i-th sample xi = [x1

i ; · · · ; xVi ] ∈ Rd is composed of
features from V views, where the v-th view xvi ∈ Rdv has
dv features such that d =

∑V
v=1 dv . Denote the data ma-

trix of the v-th view as Xv = [xvi , · · · , xv
N ] ∈ Rdv×N , then

X = [Xv; · · · ; Xv]. MV-UFS aims to select the top K dis-
criminative features from those d features without using the
labels of data instances.

Formulation of CRV-DCL
Although data consist of multi-view heterogeneous features,
they still share the same semantic information. In order to
capture this common information, we project different views
of features into a common semantic label space, which rep-
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resent original data in a relatively higher level manner. Con-
sidering that each single view contains both the common in-
formation and distinguishing specificity, we relax the com-
mon label space to a consensus part and a diversity part, this
can be mathematically formulated as follows:

min
Wv,Ȳ,Yv

V∑
v=1

L(Xv,Wv, Ȳ,Yv) + α

V∑
v=1

R(Wv,Yv), (1)

where Wv ∈ Rdv×c is the projection matrix for the v-th
view, Ȳ ∈ RN×c and Yv ∈ RN×c denote the consensus
part and the diversity part of the common label space, re-
spectively. Since Ȳ denotes the pure label indicator matrix
of data, we constrain it as Ȳ ∈ {0, 1}N×c. However, the dis-
crete constraint in Eq. (1) makes it difficult to solve. Instead
we adopt the orthogonal constraint, i.e., ȲT Ȳ = I, Ȳ ≥ 0.
L(Xv,Wv, Ȳ,Yv) is the projection operator for the v-th
view, and R(Wv,Yv) denotes certain regularization on Wv

and Yv . α is a positive constant for balancing the two terms.
In this work, we also use the regression model to formulate
the projection process, which can be written as:

L(Xv,Wv, Ȳ,Yv) = ||(Xv)T Wv − (Ȳ + Yv)||2F . (2)

In Eq. (2), the projected semantic label space is decomposed
into a consensus part for capturing the consensus label repre-
sentation of different views and a diversity part for capturing
the distinct diversity of each view. The consensus part rep-
resents the true labels of samples, while the diversity part
is produced by the specificity and noises contained in each
view.

In order to select discriminative features, we impose row
sparsity on Wv by using the l2,1-norm regularization. In ad-
dition, although each view contains some view-specific in-
formation, they still represent the same data, the consen-
sus semantic label representation should be the main part.
Therefore, we wish each view contains a small quantity
of distinct diversity, which means that the diversity part of
the semantic label representation should be sparse. To this
end, we impose l1-norm regularization on Yv . As a result,
R(Wv,Yv) can be formulated as:

R(Wv,Yv) = ||Wv||2,1 + ||Yv||1. (3)

Since the local geometrical structure of data works as
an crucial priori for unsupervised feature selection (Liu et
al. 2014; Nie, Wei, and Li 2016; Tang et al. 2017; 2018c;
2018b). In this work, we also preserve the local geometri-
cal structure of data by constructing an intra-view similarity
graph of each view and an intra-view similarity graph be-
tween any two views. For different samples in the same v-th
view, we constrain that similar data samples should share
similar semantic label representation, and this can be regu-
larized by the following formulation:

min
Wv

n∑
i=1

n∑
j=1

Sv
ij ||(Wv)

T xvi − (Wv)
T xvj ||22, (4)

where Sv
ij ∈ RN×N denotes the sample similarity matrix of

the i-th view of data, of which the element is calculated by

the Gaussian RBF kernel function as:

Sv
ij =

{
exp(−

||xvi−xvj ||
2
2

2σ2
) xvi ∈Nk(xvj ) or xvj∈Nk(xvi )

0, otherwise , (5)

where Nk(xv
i ) is the set of k nearest neighbors of xvi in the

v-th view.
For a certain sample in different views, we constrain

that its semantic label representations from different views
should be consistent, and this can be regularized by the fol-
lowing formulation:

min
Wv

V∑
v=1

V∑
u=1,u 6=v

n∑
i=1

n∑
j=1

Svu
ij ||(Wv)

T xvi − (Wu)
T xuj ||22,

(6)
where Svu

ij ∈ RN×N denotes the cross-view sample similar-
ity matrix of the v-th and u-th views, of which the element
is defined as:

Svu
ij =

{
1, xvi and xuj belong to the same sample

0, otherwise . (7)

Based on the above intra-view and inter-view similarities,
we define an overall similarity matrix S as follows:

S =


S1 S12 · · · S1V

S21 S2 · · · S2V

... · · ·
...

SV 1 SV 2 · · · SV

 ∈ RV N×V N . (8)

By some simple algebra and combining Eq. (4) and Eq.
(4) with Eq. (8), we have the cross-view local geometrical
structure preservation term as follows:

min
Wv

V∑
v=1

V∑
u=1

Tr((Wv)
T XvLvu(Xu)

T Wu), (9)

where L = D− S is the cross-view Laplacian matrix and D
is a diagonal matrix with its i-th diagonal entry calculated as
the sum of the i-th row in S, i.e., Dii =

∑V N
j=1 Sij . Then L

can be written as following form:

L =


L11 L12 · · · L1V

L21 L22 · · · L2V

... · · ·
...

LV 1 LV 2 · · · LV V

 ∈ RV N×V N . (10)

By putting Eq. (2), Eq. (3) and Eq. (9) together, we obtain
our CRV-DCL model as follows:

min
Wv,Ȳ,Yv

V∑
v=1

||(Xv)
T Wv − (Ȳ + Yv)||2F

+ α

V∑
v=1

(||Wv||2,1 + ||Yv||1)

+ β

V∑
v=1

V∑
u=1

Tr((Wv)
T XvL(Xu)

T Wu),

s.t. ȲT Ȳ = I, Ȳ ≥ 0.

(11)
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As can be seen from Eq. (11), our proposed model can cap-
ture both the shared information and diversity information
of different views by using the relaxed semantic label rep-
resentation. In addition, both the intra-view and inter-view
local geometrical structure of data samples can be preserved
via the cross-view graph Laplacian regularization term.

Optimization Algorithm
Since the variables including the projection matrices Wv ,
semantic label matrices Ȳ and Yv in Eq. (11) are related to
each other, it is difficult to solve them at one step. Hence, we
develop an alternative iterative algorithm to solve the opti-
mization problem. At each time, we optimize the objective
function w.r.t one variable with others fixed and the proce-
dure repeats until convergence.

Optimize Ȳ by fixing other variables
When Y1, · · · ,Yv , W1, · · · ,Wv are fixed, optimizing Ȳ is
equal to solve the following problem:

min
Ȳ

V∑
v=1

||(Xv)T Wv − (Ȳ + Yv)||2F , s.t. ȲT Ȳ = I, Ȳ ≥ 0.

(12)
Then, Eq. (12) can be rewritten as the following trace form:

min
Ȳ

V∑
v=1

Tr(−2(Wv)
T XvȲ + 2(Yv)

T Ȳ) + Tr(ȲT Ȳ),

s.t. ȲT Ȳ = I, Ȳ ≥ 0.
(13)

We add an extra penalty term ρ||ȲT Ȳ− I||2F and introduce a
Lagrange multiplier Φ to eliminate the orthogonal constraint
and remove the inequality constraint, respectively. Then we
have the following Lagrange function:

F(Ȳ,Φ) =

V∑
v=1

Tr(−2(Wv)
T XvȲ + 2(Yv)

T Ȳ)

+ Tr(ȲT Ȳ) + ρ||ȲT Ȳ− I||2F − Tr(ΦT Ȳ).
(14)

By taking the derivative of F(Ȳ,Φ) w.r.t Ȳ, and setting it to
zero, we have

∂F (Ȳ,Φ)

∂Ȳ
=

V∑
v=1

2Yv − 2(Xv)
T Wv

+ 2Ȳ + 4ρȲ(ȲT Ȳ− I)− Φ = 0.

(15)

Then, we can get Φ:

Φ = 2Ȳ + 4ρȲ(ȲT Ȳ− I) +

V∑
v=1

2Yv − 2(Xv)
T Wv (16)

According to the Karush-Kuhn-Tucker condition (Hanson
1999; Boyd and Vandenberghe 2004), i.e., ΦijȲij = 0, we
get the following equation:

[2Ȳ + 4ρȲ(ȲT Ȳ− I) +

V∑
v=1

2Yv − 2(Xv)
T Wv]ijȲij = 0.

(17)

Then, Ȳ can be updated via following strategy:

Ȳij ← Ȳij

[2ρȲ +
V∑

v=1
(Xv)

T Wv]ij

[Ȳ + 2ρȲȲT Ȳ +
V∑

v=1
Yv]ij

. (18)

In this work, in order to constrain the orthogonality of Ȳ, we
set ρ a relatively large value, ρ = 106 in our experiments.

Optimize Yv by fixing other variables
When we fix Ȳ, W1, · · · ,WV , Y1, · · · ,Yv−1,
Yv+1, · · · ,YV , Yv can be updated by solving follow-
ing problem:

min
Yv
||(Xv)T Wv − (Ȳ + Yv)||2F + α||Yv||1, (19)

which can be solved by using the soft-thresholding operator
(Cai et al. 2008) and Yv can be obtained as follows:

Yv = sign((Xv)T Wv − Ȳ)max(|(Xv)T Wv − Ȳ| − α

2
, 0).

(20)
Y1, · · · ,Yv−1,Yv+1 can be updated in a similar way.

Optimize Wv by fixing other variables
When we fix Ȳ, Y1, · · · ,YV , W1, · · · ,Wv−1,
Wv+1, · · · ,WV , Wv can be updated by solving following
problem:

min
Wv
||(Xv)T Wv − (Ȳ + Yv)||2F + α||Wv||2,1

+ β

V∑
v=1

V∑
u=1

Tr((Wv)
T XvLvu(Xu)

T Wu).
(21)

By taking the derivative of objective function in Eq. (21)
w.r.t Wv and setting it to zero, we obtain

Xv(Xv)T Wv − Xv(Ȳ + Yv) + αGvWv

+ β(XvLv(Xv)T Wv +

V∑
l 6=v

XlLvl(Xl)
T

Wl) = 0,
(22)

where Gv is a diagonal matrix with its i-th diagonal entry
calculated as:

Gv
ii =

1

2||(Wv)
i||2

. (23)

According to Eq. (22), Wv can be updated as:

Wv = (Xv(Xv)T + αGv + β(XvLv(Xv)T )−1

(Xv(Ȳ + Yv)− β
V∑
l 6=v

XlLvl(Xl)
T

Wl)
(24)

At this step, Gv and Wv can be updated iteratively via Eq.
(23) and Eq. (24). We summarize the optimization procedure
of CRV-DCL in Algorithm 1.

Theoretical Analysis of Algorithm 1
In this section, we give a brief theoretical analysis of Al-
gorithm 1, including convergence analysis and complexity
analysis.
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Algorithm 1 Iterative algorithm for solving CRV-DCL
Input: Multi-view data matrices {Xv ∈ Rdv×N}Vv=1, pa-
rameters: α, β.
Initialize: Y1, · · · ,YV , W1, · · · ,WV , ε, t = 0.
while not converged do
1. Update Ȳ via Eq. (18);
2. Update Yv via Eq. (20);
3. Update Wv by solving Eq. (21);
4. Check convergence condition: obtt−objt+1

objt+1 < ε.
end while
Output: Ȳ,Y1, · · · ,YV , W1, · · · ,WV .
Feature selection: Sort the l2-norm of the rows of
{Wv}Vv=1 in decent order and select the largest K val-
ues. The corresponding feature indexes form the selected
feature index set.

Convergence Analysis
Although it is not easy to theoretically proof the convergence
of Algorithm 1, the convergence of each step of Algorithm
1 can be guaranteed. In step 1 of Algorithm 1, since we use
the Karush-Kuhn-Tucker condition to update Ȳ, the objec-
tive value of Eq. (13) can be ensured to monotonically de-
crease. In step 2 of Algorithm 1 for updating Yv , the soft-
thresholding operator can ensure the global optimal solution
of Eq. (19). As to step 3 of Algorithm 1, Wv and Gv are it-
eratively updated via the iterative re-weighted least-squares
algorithm, of which the convergence can be guaranteed. In
addition, in the experimental section, we will also empiri-
cally validate that the objective value of Eq. (11) can be en-
sured to decrease monotonically with numbers of iteration.

Time Complexity Analysis
For updating Ȳ, the main computation lies in calculating Eq.
(18), which only consists of some matrix multiplication op-
erations. As to updating Yv , there also only consists of a
matrix multiplication operation, i.e., (Xv)T Wv . The main
computational cost of Algorithm 1 lies in solving Wv since
we need to compute the inverse of a dv×dv matrix, of which
the computational complexity is O(d3

v).

Experiments
Datasets
In this work, six publicly available multi-view benchmark
datasets are used in our experiments.
Handwritten is a dataset which consists of handwritten dig-
its of 0 to 9 from UCI machine learning repository (Bache
and Lichman 2013). It consists of 2000 data samples. All of
the 6 published features including 76 Fourier coefficients of
the character shapes (FOU), 216 profile correlations (FAC),
64 Karhunen-love coefficients (KAR), 240 pixel averages
in 2 × 3 windows (Pix), 47 Zernike moment (ZER) and 6
morphological (MOR) features are used in our experiments.
Caltech101-7 is an image dataset which consists of 101 cat-
egories of images for object recognition problem (Li, Fer-
gus, and Perona 2005). Following previous works (Dueck
and Frey 2007; Li et al. 2015), we select the widely used 7

classes, i.e. Face, Motorbikes, Dolla-Bill, Garfield, Snoopy,
Stop-Sign and Windsor-Chair and get 1474 images. Six fea-
tures are extracted from all the images: i.e. 48 dimension Ga-
bor feature, 40 dimension wavelet moments (WM), 254 di-
mension CENTRIST feature, 1984 dimension HOG feature,
512 dimension GIST feature, and 928 dimension LBP fea-
ture. Reuters is a dataset consists of documents that are writ-
ten in five different languages and their translations (Amini,
Usunier, and Goutte 2009). There are 6 classes of all the doc-
uments. We use the subset that are written in English and all
their translations in all the other 4 languages (French, Ger-
man, Spanish and Italian). NUSWIDEOBJ is a dataset for
object recognition which consists of 30000 images in 31 cat-
egories (Chua et al. 2009). Five features including 65 dimen-
sion color Histogram (CH), 226 dimension color moments
(CM), 145 dimension color correlation (CORR), 74 dimen-
sion edge distribution and 129 wavelet texture are used in
our experiments. MSRCV1 is an image dataset which con-
sists of 240 images and 8 object classes (Xu, Han, and Nie
2016). We select 7 classes, i.e., tree, building, airplane, cow,
face, car and bicycle, and extract 6 types of features: 1302
dimensional CENT feature, 48 dimensional CMT feature,
512 dimensional GIST feature, 100 dimensional HOG fea-
ture, 256 dimensional LBP feature and 210 dimensional
SIFT feature from each image to construct different view
features. BBCSport consists the documents from the BBC
Sport website corresponding to sports news in 5 topical ar-
eas, which is associated with 2 views which are 3183 and
3203 dimension, respectively (Xia et al. 2014).

Experimental Setup
Similar to previous single view and multi-view unsupervised
feature selection methods, we use the selected feature sub-
sets to perform K-means clustering for evaluating the per-
formance of the proposed CRV-DCL. As two widely used
evaluation metrics, i.e., accuracy (ACC) and normalized mu-
tual information (NMI), are employed to evaluate the quality
of clustering results. Larger ACC and NMI values represent
better performance. Meanwhile, We also compare the pro-
posed CRV-DCL with other seven different single view and
multi-view unsupervised feature selection methods, they are
as follows:
• Baseline: k-means is employed to cluster original mul-

tiple view data by simply combining all features into a
single view.

• LS (He, Cai, and Niyogi 2005) and SPEC (Zhao and Liu
2007): Two representative and classical single view fea-
ture selection methods. Samples with combined features
are taken as input. In this paper, we employ them to show
the effectiveness of multi-view feature selection.

• AMFS (Wang et al. 2016), ASVW (Hou et al. 2017),
RMFS (Liu, Mao, and Fu 2017) and CGMV-UFS (Tang
et al. 2018a): Four representative multi-view feature se-
lection approaches which are used to compare with our
proposed CRV-DCL for demonstrating its effectiveness.
There are several parameters need to be set in CRV-DCL

and other methods. For LS, SPEC, CGMV-UFS and CRV-
DCL, the neighborhood size for constructing the intra-view
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Table 1: Clustering results (ACC% ± std%) of different feature selection algorithms on different datasets.
Datasets handwritten Caltech101-7 Reuters NUSWIDEOBJ MSRCV1 BBCSport

Baseline 58.20±4.89 40.86±3.70 45.20±2.51 14.62±0.43 47.67±2.87 53.37±1.41
LS 60.71±5.32 41.17±3.37 31.42±1.01 13.26±0.31 52.21±5.65 43.04±4.25

SPEC 65.53±6.47 45.15±2.67 27.20±0.00 14.06±0.46 36.74±5.41 36.05±0.10
SGOFS 63.46±4.43 44.48±3.87 33.65±1.67 15.26±0.50 54.52±6.92 47.98±4.22
AMFS 69.41±1.81 52.37±2.86 39.84±1.31 16.10±0.38 58.41±4.96 48.02±1.12
RMFS 71.04±3.21 54.37±2.64 39.94±1.24 16.23±0.53 62.94±5.27 48.32±1.07
ASVW 72.13±4.91 56.24±5.18 41.48±1.97 16.52±0.49 65.41±4.62 51.77±1.21

CGMV-UFS 75.45±5.99 58.25±5.46 43.16±2.33 17.25±0.40 68.93±6.22 54.03±1.05
CRV-DCL 76.47±4.23 59.23±5.25 45.07±2.14 17.86±0.39 69.58±5.72 54.95±1.16

Table 2: Clustering results (NMI% ± std%) of different feature selection algorithms on different datasets.
Datasets handwritten Caltech101-7 Reuters NUSWIDEOBJ MSRCV1 BBCSport

Baseline 59.11±1.89 27.19±1.00 29.16±2.51 14.00±0.17 39.69±2.40 30.10±1.28
LS 59.97±1.44 26.36±1.07 7.63±0.91 12.13±0.18 42.63±4.01 16.79±6.54

SPEC 68.45±3.98 12.35±1.06 6.04±0.00 12.82±0.19 22.30±5.14 13.24±0.06
SGOFS 60.69±1.72 27.61±1.25 22.12±0.86 14.25±0.20 47.56±3.47 17.31±4.89
AMFS 65.09±0.64 35.53±2.03 24.30±0.94 16.51±0.17 50.37±4.80 19.86±3.37
RMFS 67.75±1.60 40.97±1.69 25.21±1.19 16.58±0.26 56.61±3.17 23.62±1.23
ASVW 68.92±1.37 46.41±1.92 26.75±1.27 16.87±0.21 57.20±3.61 27.29±2.54

CGMV-UFS 71.83±2.18 48.71±3.33 27.76±1.06 18.96±0.19 60.50±5.46 31.94±1.39
CRV-DCL 72.65±2.20 49.86±3.14 29.14±1.02 19.76±0.23 62.36±5.38 32.41±1.35
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Figure 1: The clustering accuracy (ACC) of using different selected features by different methods on different datasets.
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Figure 2: The normalized mutual information (NMI) of using different selected features by different methods on different
datasets.

similarity graph is set to 5 and the kernel parameter σ in
the Gaussian RBF kernel function is set to 1. For AMFS,
parameter r is set to 2 as suggested in the corresponding
paper. For ASVW, the regularization parameter λ is tuned
from

{
10−3, 10−2, 10−1, 1, 10, 102, 103

}
and other param-

eters are set to default values as in the original paper to ob-

tain the optimal results. As to the α and β in CRV-DCL,
we also tune their values by a “grid-search” strategy from{

10−3, 10−2, 10−1, 1, 10, 102, 103
}

. For every method, the
best results by tuning the parameters are reported for com-
parison.

Since it is hard to determine the optimal number of se-
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lected features for a certain dataset, we set different num-
ber of selected features for all datasets. As to each dataset,
the best clustering results from the optimal parameters and
selected feature numbers are reported for all the methods.
For all of the datasets, we vary the selected feature numbers
from {10, 40, 70, · · · , 250, 280}. After obtaining the feature
subsets, K-means algorithm is run 20 times on the selected
feature subsets with random starting points for eliminating
the bias of initialization. Then, the average results of the 20
times running of K-means are recorded and reported.

Experimental Results
The experimental results of different methods in terms of
ACC and NMI on different datasets are summarized in Table
1 and Table 2, respectively. The best results are highlighted
in bold fonts. As can be seen, on handwritten, Caltech101-
7, NUSWIDEOBJ, MSRCV1 and BBCSport datasets, the
proposed CRV-DCL performs the best when compared with
other methods.As to Reuters dataset, although our method
does not achieve the best clustering results, it still outper-
forms all of other feature selection methods, which demon-
strates that the proposed CRV-DCL can obtain better clus-
tering results with a small subset of selected features when
compared with other methods. In addition, compared with
traditional single view unsupervised feature selection meth-
ods, the multi-view methods perform significantly better. We
can see that CRV-DCL can get more than 10% improve-
ments in average when compared to the best result of all the
other single-view methods. This is caused by the fact that
single view methods characterize the structures of each data
view independently and combine them by simply stacking.

Since the optimal number of selected features is hard to
determine, in order to illustrate the effect of feature selec-
tion to clustering, we show the detailed performance of all
algorithms with respect to different selected numbers of fea-
tures on different datasets. Figure 1 and Figure 2 plot the
ACC values and the NMI values with respect to the number
of selected features on different datasets, respectively (due to
the page limitation, only results of four datasets are shown).
The results also show that the proposed method can steadily
perform better than other methods over a range of selected
features. It is worth noting that when using fewer features,
our method can obtain higher clustering accuracy than the
baseline excluding the Reuters dataset, which demonstrates
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Figure 3: ACC of CRV-DCL with different α, β, and feature
numbers on handwritten dataset.
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Figure 4: Convergence curves of Algorithm 1 on different
datasets.

that the selected subset of the features can not only reduce
the computation cost, but also improve the clustering per-
formance. As to Caltech101-7 dataset, when the number of
selected features is fewer than 50, our method dose not per-
form the best. However, when we select more than 50 fea-
tures, the proposed CRV-DCL can steadily perform better
than other methods.

Parameter Sensitivity and Convergence Analysis
There are two parameters in our model (i.e.,α and β). To fur-
ther demonstrate the performance of the proposed method,
we study its sensitivity w.r.t. the parameters in Eq. (11).
Due to the page space limitation, we only report the ACC
of handwritten dataset here. First, we fix α = 1 and vary
β. Then we fix β = 1 and vary α. Figure 3 plot the ACC
and NMI values given by CRV-DCL for different λ, β and
selected features. The experimental results shown that our
CRV-DCL is not very sensitive to parameters α and β, but
it is relatively sensitive to the number of selected features.
However, this is a common problem for most unsupervised
feature selection methods.

In Figure 4, we plot the objective function values of Eq. 11
with varying iteration times on handwritten and Caltech101-
7 datasets, the results show that the objective value of Eq.
(11) decreases very fast within the first 10 iterations.

Conclusions
This paper introduces a novel MV-UFS method via cross-
view local structure preserved diversity and consensus learn-
ing. The proposed method captures both the common infor-
mation and distinguishing knowledge across different views
by projecting each view of original data into a common se-
mantic label space, which is composed of a consensus part
and a diversity part. Meanwhile, in order to preserve the lo-
cal structure of a certain sample in different views and dif-
ferent samples in the same view, an cross-view Laplacian
regularization term is designed. Experiments on real-world
multi-view datasets are conducted to demonstrate the effi-
cacy of the proposed method.
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