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Abstract
Imitation learning has been widely used to speed up learning
in novice agents, by allowing them to leverage existing data
from experts. Allowing an agent to be influenced by external
observations can benefit to the learning process, but it also
puts the agent at risk of following sub-optimal behaviours.
In this paper, we study this problem in the context of ban-
dits. More specifically, we consider that an agent (learner) is
interacting with a bandit-style decision task, but can also ob-
serve a target policy interacting with the same environment.
The learner observes only the target’s actions, not the rewards
obtained. We introduce a new bandit optimism modifier that
uses conditional optimism contingent on the actions of the
target in order to guide the agent’s exploration. We analyze
the effect of this modification on the well-known Upper Con-
fidence Bound algorithm by proving that it preserves a regret
upper-bound of orderO(lnT ), even in the presence of a very
poor target, and we derive the dependency of the expected
regret on the general target policy. We provide empirical re-
sults showing both great benefits as well as certain limitations
inherent to observational learning in the multi-armed bandit
setting. Experiments are conducted using targets satisfying
theoretical assumptions with high probability, thus narrowing
the gap between theory and application.

1 Introduction
The imitating behaviour of human beings has been studied
for a long time in psychology and cognitive sciences (Miller
and Dollard 1941; Bandura and Walters 1963). Our societies
have exploited the human capability to learn from a teacher
in order to increase learning speed. Imitation behaviour has
also been studied in economics (Banerjee 1992; Bikhchan-
dani, Hirshleifer, and Welch 1998) in order to explain phe-
nomena such as herding, in which individuals forget about
their own experiences, relying only on others’ actions to
guide their own behavior. Learning from a teacher has
been tackled in reinforcement learning (RL) (Schaal 1999;
Argall et al. 2009) through imitation learning algorithms,
such as behaviour cloning or inverse RL. In the former, the
agent trains by using regression of target actions provided by
a teacher policy (Ratliff, Bagnell, and Srinivasa 2007), while
in the latter, the agent infers a reward function from the be-
haviour of other agents, then optimizes it (Russell 1998).
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Observational learning, also known as social learning, has
recently been introduced in RL to model the ability of an
agent to modify its behavior or to acquire information by
observing another agent sharing its environment (Borsa et
al. 2017). Unlike typical imitation learning, observational
learning does not strictly lead to a duplication of the be-
havior exhibited by the teacher (Bandura and Walters 1963;
Bandura 1977). More precisely, observational learning is
characterized by the following principles (Borsa et al. 2017):
the agent observes the teacher through its own perception of
the environment; the agent is only rewarded for perform-
ing the task and doesn’t receive any incentive to imitate the
teacher; the teacher is not aware that it is watched by the
learner and does not intentionally teach or provide extra in-
formation to the learner. We highlight these differences with
imitation learning by rather referring to the teacher as a tar-
get.

In this work, we study the observational learning problem
in the context of bandits, the simplest setting for studying the
explore-exploit trade-off faced by an agent in an unknown
environment. We consider a learner (agent) that observes ac-
tions performed by a target policy in the same environment,
but not their associated rewards. Note that the target actions
can in fact be performed by several other agents. When col-
lected from a good target, this data can potentially improve
the behaviour of the learner, specifically, by speeding up
the learning process. Consequently, we would like an agent
equipped with the ability to leverage it whenever available.
This should not be confused with cooperative bandits (Land-
gren, Srivastava, and Leonard 2016), where several agents
share knowledge with each other regarding the actions and
obtained rewards.

Human imitative behaviour in social learning experiments
has been studied extensively in the bandits setting, when a
learner can observe both the actions and rewards of other
agents, e.g. (Schlag 1998; Rendell et al. 2010; Toyokawa,
Kim, and Kameda 2014). The observational learning ban-
dits setting provides a framework for extending social learn-
ing experiments to situations where the reward of peers is
not available to agents. This setting arises naturally in hu-
man interactions. Specifically, our work was motivated by a
real psychology dataset in which teens can observe the be-
haviour of peers (such as consuming certain soft drinks) but
cannot observe the actual reward (enjoyment) directly. This
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is a more realistic scenario, since explaining internal rewards
to another human can be both daunting and imprecise.

The bandits setting is also extensively used in marketing,
for example for optimizing ads placement (Schwartz, Brad-
low, and Fader 2017). The problem we study arises naturally
in the context of “ad transparency” centres, such as those es-
tablished by Facebook and Twitter, which require advertis-
ers to reveal all ads run by their page, along with informa-
tion regarding the targeted demographic. This means that a
competitor can observe the actions (ads placed) but not the
rewards (number of clicks on these ads). A startup making
sportsware, for instance, could use information about the ad
campaign of a famous sport company in order to shape its
own advertisement.

In this work, we tackle observational learning in bandits
by introducing a new factor, which we denominate target
optimism. The idea is to leverage the popularity of each ac-
tion according to the target during the action selection pro-
cess. To study whether using this additional information can
potentially accelerate learning while being robust against
poor targets, we consider a variant of the well-known Upper
Confidence Bound (UCB) algorithm (Auer, Cesa-Bianchi,
and Fischer 2002), which enjoys a well-understood analysis.
This yields an altered algorithm, Target-UCB, for which we
provide theoretical guarantees on the performance given the
target quality (in terms of convergence rates and probability
of selecting the optimal action). We also provide some the-
oretical insights regarding what makes a good target. More
precisely, we show that unless the target is always wrong,
Target-UCB is considered robust in that it will manage to
maintain logarithmic regret. Moreover, if the target performs
below a given threshold, Target-UCB will necessarily out-
perform its target. Our empirical results suggest that using
target data can yield vast learning improvements over the
unaltered algorithm, and also show that we can successfully
leverage target actions from multiple other agents.

2 Problem setting
We consider the stochastic bandit problem where A denotes
the set of possible actions and A := |A| is the number of
actions. Each action a ∈ A is associated with an unknown
expected payoff µa. On each episode t ≥ 1, the agent se-
lects an action at ∈ A and observes reward rt ∼ ν(µat),
where ν(µ) is a probability distribution of mean µ. Let
? := argmaxa∈A µa denote the optimal action. The goal of
the agent is to minimize the cumulative pseudo-regret after
T episodes:

R(T ) :=

T−1∑
t=1

(µ? − µat). (1)

From now on, the term “regret” will refer to “pseudo-regret”.
In observational learning bandits, the agent has access to

the actions performed by an unknown target policy, but does
not observe the associated rewards. Since the target is not
aware that it is watched by the learner and is not meant to
teach, it does not need to be a single entity. The so-called
target can correspond to a policy describing the general be-

haviour of several other agents, or neighbours. The goal of
the learner is still to minimize the cumulative regret (Eq. 1).

Related work The closest setting is probably the one
where a predictor (akin to the target in the observational
setting) initially provides a probability distribution over ac-
tions (Rosin 2011). This distribution is provided once, in the
beginning, and is then fixed for the whole horizon of the
game. This could be seen as an instance of the observational
setting with a stationary target policy, with the additional
difficulty that the target distribution would need to be em-
pirically estimated.

3 Target optimism
Let Na,t and Ña,t denote the number of times that action a
was played up to time t (exclusively) by the player and by
the target policy, respectively. Formally,

Na,t :=

t−1∑
s=1

I{as = a}.

To leverage the observational data available in this setting,
we introduce the target optimism1:√

Ña,t −Na,t
Ña,t

∨ 0. (2)

This quantity, which is bounded in [0, 1], measures the dis-
crepancy between the actions taken by the agent and the ones
taken by the target. Target optimism for a given action a in-
creases as the target selects action a and the learning agent
selects other actions a′ 6= a. Note that the target optimism
is only greater than 0 for actions that are less played by the
learning agent than by the target. Incorporating this quantity
into an agent behaviour, the idea would be to bias the agent
toward selecting actions which were previously chosen more
often by the target policy. In this work, we study the poten-
tial gains and risk of target optimism as part of the seminal
UCB algorithm.

4 Target-UCB
Let ma,t denote the empirical average of the rewards ob-
tained by the learning agent while playing action a up to
time t (exclusively). Note that ma,t does not contain any in-
formation about the rewards obtained by the target policy.
The standard UCB (Auer, Cesa-Bianchi, and Fischer 2002)
policy for reward distributions with support in [0, 1] plays
each action once and then selects action

at = argmax
a∈A

ma,t +

√
2 ln t

Na,t
(3)

for t > A. Thanks to its well-understood theoretical anal-
ysis, UCB has been well studied in the literature, where

1Recall that a∨ b and a∧ b respectively denote taking the max-
imum and minimum value between a and b.
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it has been extended to linear (Li et al. 2010), switch-
ing (Garivier and Moulines 2011), and combinatorial ban-
dit settings (Chen, Wang, and Yuan 2013), to name a few.
By adding target optimism (Equation 2) to the UCB algo-
rithm, we obtain a new variant: Target-UCB. This one al-
lows to incorporate observational information in order to
adjust the typical UCB optimism, with respect to a specific
action, given how much attention this action has received
from the target policy. The idea is to be optimistic for actions
that the learning agent (running Target-UCB) has played less
than the target policy. Algorithm 1 outlines Target-UCB for
reward distributions with support [0, 1] (e.g., Bernoulli re-
wards).

Algorithm 1 Target-UCB for rewards in [0, 1].
Parameters: action set A and constant C > 3/2.
Initialization: play each action once.

for all t ≥ A+ 1 do
Play action defined as:
at = argmax

a∈A
ma,t +

√
C ln t

Na,t︸ ︷︷ ︸
estimation
optimism

√
Ña,t −Na,t

Ña,t
∨ 0︸ ︷︷ ︸

target
optimism

Obtain reward rt
Update empirical mean mat,t and count Nat,t
Update count Ña,t ∀a ∈ A based on target plays

end for

Note that there are two estimation modes for a given ac-
tion a. If Na,t ≥ Ña,t, meaning that a has been played at
least as much by Target-UCB as by the target, Target-UCB
evaluates a based only on its empirical average. We say that
Target-UCB is being realistic with regards to a. On the other
hand, if Na,t < Ña,t, Target-UCB evaluates a based on its
inflated empirical average. In this case, we say that Target-
UCB is being optimistic.

Intuition
We distinguish two parts in the optimism term of Target-
UCB: the target optimism introduced previously and the es-
timation optimism. One can see that the seminal UCB (Equa-
tion 3) algorithm is a special case of Target-UCB where
C = 2 and Ña,t = ∞ for all a, t, giving full focus on
estimation optimism. Rather than using optimism solely to
overcome uncertainty in reward estimation (through empir-
ical means), Target-UCB relies on optimism to compensate
for uncertainty in its own policy, compared with the target
policy. This optimism pushes Target-UCB to explore actions
that might be good given the additional attention that they
received from the target policy. One might see Target-UCB,
when realistic, as a greedy policy that chooses to explore
when the target policy makes it doubt its own choices (be-
coming optimistic).

Making Target-UCB optimistic for a given action requires
both estimation optimism and target optimism at the same
time for this action. For low values of Na,t, target optimism
rapidly tends to one, such that Target-UCB falls back to a

UCB behaviour for action a, fully using estimation opti-
mism to compensate for a possible under-estimation ofma,t.
However, as Na,t grows closer to Ña,t, Target-UCB is al-
lowed to be less optimistic than UCB would be (with respect
to action a). Receiving such guidance from a target policy
may allow Target-UCB to reduce its optimism compared
with UCB. This is shown by regret upper-bounds, which we
present next.

Regret upper-bound
We consider bandit settings with A actions and reward dis-
tributions with support in [0, 1]. Let ∆a := (µ? − µa) de-
note the gap between action a and optimal action ? and let
∆ = mina∈A∆a. Under the following assumption, Theo-
rem 1 provides a bound on the expected cumulative pseudo-
regret given the performance of the target policy.
Assumption 1 (Optimal plays by the target policy.). The
target policy plays such that there exists some constants
αa ∈ (0, 1] and c∆ for which, ∀a ∈ A, a 6= ?,∀t ≥ c∆,

Ñ?,t ≥
(

C

C − 3/2

)
6 ln t

∆2
a

and Ñ?,t ≥
αa

1− αa
Ña,t.

Remark 1. The constant c∆ depends on the sub-optimality
gap and the target policy, but not on t.

Remark 2. If the 1st part of Assumption 1 is satisfied for
action a, then there must exist an αa satisfying the 2nd part.

Remark 3. If the 1st part of Assumption 1 is satisfied for
the smallest gap ∆, then it is also satisfied for all gaps ∆a.

Theorem 1. Consider rewards in [0, 1] and assume that the
target policy satisfies Assumption 1. Then, for α ∈ (0, 1], the
expected cumulative regret (Eq. 1) of Target-UCB (Alg. 1)
with C > 3/2 is bounded as follows:
If Ña,T < 6 lnT

∆2
a

for all a ∈ A, a 6= ?,

E[R(T )] ≤
∑
a∈A
a6=?

[
6 lnT

∆a
+ ∆a

(
c∆ +

π2

3

)]
;

if Ña,T ≤ (
√

6+
√
C)2 lnT

∆2
a

or αa ≥ 1
2 for all a ∈ A, a 6= ?,

E[R(T )] ≤
∑
a∈A
a6=?

min

{
∆aE[Ña,T ]

∆a

(
c∆ + π2

3

)
+ (
√

6+
√
C)2 lnT

∆a
;

otherwise it is bounded by

E[R(T )] ≤
∑
a∈A
a 6=?

min


∆aE[Ña,T ]

∆a

(
c∆ + π2

3

)
+

(
√

3
2 +
√
C+
√

3
2

√
1−α
α )2 lnT

∆a
.

This result shows that, when following a UCB target,
the proposed approach cannot do worse than UCB – it can
only improve upon it. More specifically, UCB has the term
8 lnT/∆a. Therefore, Target-UCB necessarily outperforms
UCB when the target policy is good. When following bad
targets, the theorem does indicate that Target-UCB could
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achieve a potentially worse bound than UCB. However, as
long as the target policy satisfies Assumption 1, Target-UCB
maintains regret of orderO(lnT ). Consequently, leveraging
observations through target optimism is not meant as a hard
guarantee to outperform classical bandit algorithms for all
targets. Instead, it is a valuable tool to be used when the
available data is expected to be of some minimal quality,
while also providing robustness in case of uncertainty about
the performance of the target policy. This intuition is sup-
ported by empirical results (see Section 6).

Here follows a proof sketch of Theorem 1. The complete
proof can be found in the supplementary material2.

Proof outline
We can express the cumulative regret (Equation 1) as
R(T ) =

∑
a∈A∆aNa,T . This quantity can be bounded by

controlling the number of sub-optimal plays Na,T . Let us
introduce the following events to characterize the concen-
tration of the empirical means.
Definition 1. Let Eat and E?t respectively denote the

events in which ma,s − µa ≤
√

3 ln t
2Na,s

and µ? − m?,s ≤√
3 ln t
2N?,s

simultaneously ∀s ≤ t.

The idea is to decompose

Na,T ≤ `+

T−1∑
t=`

I{at = a,Eat , E
?
t , Na,t ≥ `}

+

T−1∑
t=A+1

I{Ēat ∪ Ē?t }

and control the two sums separately. Focusing on the first
sum, cumulating sub-optimal plays under the occurrence of
events Eat and E?t , we consider two situations:
• Target-UCB being better than the target policy with re-

spect to action a (Na,t/Ña,t < 1) and
• Target-UCB being worse than the target policy with re-

spect to action a (Na,t/Ña,t ≥ 1).
Also recall that sub-optimal action a is played if

ma,t +

√
C ln t

Na,t

√
1−

(
Na,t

Ña,t
∧ 1

)

≥ m?,t +

√
C ln t

N?,t

√
1−

(
N?,t

Ñ?,t
∧ 1

)
.

We deduce that, under events Eat and E?t , selecting action a
at episode t requires that

∆a ≤

√
3 ln t

2Na,t
+

√
C ln t

Na,t

√
1−

(
Na,t

Ña,t
∧ 1

)
(4)

+

√
3 ln t

2N?,t
−

√
C ln t

N?,t

√
1−

(
N?,t

Ñ?,t
∧ 1

)
. (5)

2https://github.com/lupuandr/Target-UCB/blob/master/
supplemental.pdf

Now, the count of optimal plays by Target-UCB could be in
one of two cases: N?,t/Ñ?,t ≤ 1 − 3

2C and N?,t/Ñ?,t ≥
1 − 3

2C . Combining this with Target-UCB being better or
worse than the target (with respect to action a) results in four
situations. Using elementary algebra, we can derive upper
bounds on Na,t and N?,t that are required in order to satisfy
Equation 4 for each of these four cases. Then, we can use
use Assumption 1 and pick ` such that Equation 4 cannot be
satisfied anymore. Finally, by showing that the probability
of nonoccurrence of events is controlled by the definition of
events, we obtain Theorem 1.

5 Target policy
The only requirement for the target policy is summarized by
Assumption 1. Note that this assumption can be satisfied by
any target that plays action ? once in a while, at the price of a
larger c∆. Let us look at some candidate policies that could
constitute valid targets. Complete proofs for each of these
candidates are provided in the supplementary material.

UCB
Since UCB begins by selecting each action at least once,
the condition (1 − αa)Ñ?,t ≥ αaÑa,t is necessarily satis-
fied. Also, since UCB is known to enjoy sub-linear regret,
there must exists a time c∆ such that c∆ −

∑
a∈A Ña,c∆ ≥(

C
C−3/2

)
6 ln t
∆2
a

. As a concrete illustration, the expected num-
ber of sub-optimal plays of action a after t episodes using
target policy UCB is upper bounded by:

E[Ña,t] ≤
8 ln t

∆2
a

+ 1 +
π2

3
.

By an application of Azuma-Hœffding’s inequality for mar-
tingales, we obtain that

Ña,t ≤
8 ln t

∆2
a

+ 1 +
π2

3
+
√

2t ln(1/δ)

with probability higher than 1 − δ. By considering that
Ñ?,c∆ = c∆ − Ña,c∆ in the 2-actions setting, we can show
that there exists some time c∆ that allows to satisfy Assump-
tion 1 with high probability. Section 6 provides results show-
ing that UCB policy is a good target and also that Target-
UCB outperforms this target.

α-optimal
Now consider a basic family of policies that plays the opti-
mal action with probability higher than α ∈ (0, 1]. The ex-
pected number of optimal plays after t episodes using such
a target policy is lower-bounded by:

E[Ñ?,t] ≥ αt.
Per definition, this satisfies the second condition of Assump-
tion 1. By an application of Azuma-Hœffding’s inequality
for martingales, we obtain that

Ñ?,t > αt− α
√

2t ln(1/δ) for
1

2
≤ α ≤ 1

Ñ?,t > αt− (1− α)
√

2t ln(1/δ) for 0 < α <
1

2
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with probability higher than 1 − δ. By considering that
Ñ?,c∆ = c∆ − Ña,c∆ in the 2-actions setting, we can find
the value of c∆ that satisfies the first condition of Assump-
tion 1. Note that this holds with high probability. In other
cases c∆ may be higher. Section 6 provides results show-
ing that the α-optimal policy is indeed a good target. More
specifically, results show a slower convergence of Target-
UCB for a lower α, but it converges nonetheless.

Remark 4. The constant c∆ in Assumption 1 will be larger
for a lower α. Also, this requires α > 0.

Average of neighbours
Consider a Target-UCB agent who can observe the actions
of several other agents, which we consider its “neighbours”.
Target-UCB can then consider a target policy that encom-
passes all neighbours, with Ña,t corresponding to the aver-
age number of action plays among neighbours. Averaging
neighbours is especially useful in the case in which, if taken
independently, they would not all satisfy Assumption 1, but
their average satisfies this assumption with high probabil-
ity. More specifically, the average of neighbours can be seen
as an α-optimal policy, with α depending on the number of
neighbours that select the optimal action ?.

The power of neighbours First we consider the setting in
which two Target-UCB agents are using each other as tar-
get policies. Recall that Target-UCB is optimistic for some
action a only if this action has been played less by Target-
UCB than by the target policy. Therefore, if two Target-UCB
agents display the same, equally bad, behaviour, they will
both be realistic (and stay bad). This situation happens if
both algorithms are unlucky and obtain a low sample reward
from the optimal action during initialization.

Now consider J algorithms (neighbours) taken together.
Recall that we are assuming Bernoulli reward distributions.
Hence we want to bound the probability of all J agents being
unlucky on their first sample from the optimal action:

(1− µ?)J ≤ δ (6)

for J ≥ ln(δ)/ ln(1 − µ?), with δ ∈ (0, 1). Averaging over
at least J neighbours, as specified per Equation 6, ensures
the convergence of Target-UCB with high probability δ.

6 Experiments
The following experiments evaluate the potential of Target-
UCB (C=2) in various settings. Bernoulli reward distribu-
tions are used in all experiments. Unless indicated other-
wise, all results are obtained by averaging over 2000 inde-
pendent runs. In all figures, shaded areas indicate one stan-
dard deviation above the mean. We also provide an imple-
mentation of the Target-UCB algorithm: https://github.com/
lupuandr/Target-UCB.

Learning better than the target
We first consider a 2-actions problem, using UCB as the tar-
get (see Section 5) in order to assess the benefits of observ-
ing a target that is also a learning agent. We therefore have
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Figure 1: Target-UCB vs greedy with a UCB target on a 2-
actions setting (µ? = 0.9). Std. dev. of UCB and greedy
omitted for clarity.
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Figure 2: Target-UCB vs greedy with an α-optimal target on
a 2-actions setting (µ? = 0.9, ∆a = 0.1). Std. dev. of UCB
and greedy omitted for clarity.

two agents: one UCB, who is learning solely from the en-
vironment, and one learner, who is using observational data
from its target (the UCB) as well as its own rewards to shape
its policy. We evaluate Target-UCB as a learner by compar-
ison to a greedy follower, which always selects the action
chosen most often so far by the target:

at = argmax
a∈A

Ña,t. (7)

Figure 1 shows the cumulative regret for the target (UCB),
the greedy follower, and Target-UCB, for different configu-
rations of reward expectations. We observe that Target-UCB
is able to outperform its target in all scenarios. We also no-
tice that the greedy follower baseline performs even bet-
ter. This is not surprising as the considered target (UCB)
is good (and improving). The next experiments analyze set-
tings where the target is less proficient.
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Figure 3: Single UCB and UCB clique of 11 agents vs
Target-UCB clique of 11 agents on a 2-actions setting (µ? =
0.5,∆a = 0.1).

Learning from a non-learner
In the same 2-actions setting, we now consider an α-optimal
policy (see Section 5) as target. Note that the α-optimal
agent is not learning – it just plays the optimal action with
probability α. As in the previous experiment, we have two
agents: one target (α-optimal) and one learner. We evaluate
Target-UCB as a learner, in comparison to the greedy fol-
lower (see Equation (7)).

Figure 2 shows the cumulative regret for the target (the α-
optimal), the greedy follower, and Target-UCB, for different
values of α. We observe that the convergence of Target-UCB
is influenced by the quality of the target policy – it converges
much faster for a larger α. However, note that Target-UCB
still converges even for a bad target (low α), which is not
the case for the greedy follower that blindly follows the tar-
get. This is due to the properties of Target-UCB (see Sec-
tion 4), according to which the influence of the target’s op-
timism necessarily decreases as more actions are played by
the learner. As long as the target is not 100% wrong (α = 0),
Target-UCB is able to learn something and maintain loga-
rithmic regret. This is important as we may not be able to
guarantee a learning rate for every agent encompassed un-
der the target function, for example in a multi-agent setting.

Learning from Target-UCB
We now evaluate the potential of improvement in multi-
agent settings, where all agents in a graph follow the Target-
UCB policy and use the empirical average of the actions
taken by their neighbours as the target policy. We compare
the cumulative regret averaged over all nodes of the graph
with the cumulative regret of a single UCB agent in the same
bandit problem, as well as with a clique of UCB agents shar-
ing full information (both actions and rewards) at all steps.
Since UCB is deterministic, a UCB clique is equivalent to a
single UCB agent receiving n samples per arm pull, where n
is the size of the clique. Note that the greedy follower base-
line is not available anymore, as it requires its own target.

The first experiment considers a clique (fully connected)
graph structures on 2-actions bandits with µ? = 0.5. The
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Figure 4: Single UCB and UCB clique of 20 agents vs five
Target-UCB graphs of 20 agents on randomly generated 10-
actions settings.

clique size is selected using Equation (6) for δ = 0.001. Fig-
ure 3 shows that a Target-UCB clique achieve a much lower
regret than a single UCB agent. In this setting, the Target-
UCB clique also outperforms the UCB one. This shows that
target optimism is a very effective way of leveraging obser-
vational information to improve learning when a good target
is available.

We also carried out the experiments with a variety of 20-
agents graph structures, in which the agents have to solve
10-actions problems. Recall that each agent has two neigh-
bours in loops. In chains, agents at the end have one neigh-
bour and others have two. The small-world graph follows
the Barabási-Albert model with at least one neighbour per
agent, whereas the edges in the random graph are sam-
pled with probability p = 0.5 according to the Erdős-
Rényi model (Albert and Barabási 2002). Figure 4 shows
that Target-UCB graphs consistently achieve a much lower
regret than a single UCB agent. Furthermore, all structures
achieve a similar average performance. Recall that there
is no explicit information sharing between the Target-UCB
agents. The UCB clique cumulates less regret in the begin-
ning (< 500 episodes), but ends with a similar performance
to the Target-UCB graphs. This is most likely due to op-
timism falling to 0 for some arms when using Target-UCB,
thus reducing the regret cumulated as a result of exploration,
as compared to UCB.

These results thus show the potential of a fully decen-
tralized multi-agent system, where the simple integration of
observational data in the policy greatly benefits all learning
agents.

Playing with humans
Finally, we designed a real experiment involving hu-
man subjects playing a 2-actions bandit problem over
100 episodes3. In a first version, humans were play-
ing alone. In a second version, four humans were play-

3The complete methodology is described in the supplementary
material.
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Figure 5: Target-UCB with human targets on a 2-actions set-
ting (µ? = 0.6, ∆a = 0.2).

ing simultaneously (as a clique) and had access to
each others’ previous actions. The resulting dataset can
be found at: https://github.com/lupuandr/Target-UCB/tree/
master/Human%20bandit%20dataset.

We first evaluate the performance of Target-UCB (aver-
aged over 200 runs) when learning from a single human tar-
get. One of the potential values of the Target-UCB algorithm
is its potential to learn from human-generated data. Figure 5
shows that Target-UCB learns to become better than its tar-
get4. This is despite the fact that we cannot guarantee that
human players satisfy Assumption 1.

We also compare the performance of a clique of four
Target-UCB agents (averaged over 200 runs) against a clique
of four human players. Figure 6 shows that Target-UCB
agents seem more efficient than humans at leveraging ob-
servational data from their peers5. The Target-UCB clique
rapidly converges towards the optimal action, with minimal
variance in chosen actions between agents.

7 Conclusion and future work
This work studies the benefits and trade-offs of using obser-
vational data in bandit problems. We proposed a mathemati-
cal term (target optimism) that takes into account the actions
selected by a target policy without observing the rewards ob-
tained by that target. To better understand and illustrate the
effect of observational learning on a bandit agent, we incor-
porated target optimism into UCB to obtain the Target-UCB
algorithm. We provided regret upper-bounds for this algo-
rithm that depend on the quality of the target and we con-
sidered various possible policies that could serve as valid
targets to Target-UCB. Unsurprisingly, we have found that
learning from a relatively good target leads to better perfor-
mance (faster convergence). However, when learning from a
bad target, Target-UCB can still converge and outperform its
target. This is interesting especially from the perspective of

4One pair (Target-UCB and Human) omitted for clarity; see the
supplementary material for complete plot.

5See the supplementary material for additional results using a
second human clique.
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Figure 6: Cliques of humans vs Target-UCB (4 agents) on a
2-actions setting (µ? = 0.6, ∆a = 0.2).

considering humans as targets in a human-robot interaction
setting, where it is not easy to precisely quantify the human
behaviour in terms of regret convergence.

In sum, target optimism can be a powerful tool to acceler-
ate benefit by drawing guidance from external observational
data, all while managing risks by still preserving logarithmic
regret even when the target performs worse than expected.

The proposed approach could be used to study phenom-
ena which appear in online social networks, such as the
emergence of online influencers, the prediction of viral
trends, or the modeling of other social behaviours relying
heavily on imitation with limited communication between
individuals. We also note that the proposed approach could
be used in future work in order to build safe learning agents,
which can temper their optimism based on information pro-
vided by the target.

An important point that has not been addressed in this pa-
per is the explicit ability to detect when following the target
is not efficient. Indeed, as observed in the numerical exper-
iments results, learning from a bad target can lead to larger
regret than using a single UCB. Being able to characterize
the quality of the target could help in avoiding this situation.
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