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Abstract
We propose a multilingual model to recognize Big Five Per-
sonality traits from text data in four different languages: En-
glish, Spanish, Dutch and Italian. Our analysis shows that
words having a similar semantic meaning in different lan-
guages do not necessarily correspond to the same person-
ality traits. Therefore, we propose a personality alignment
method, GlobalTrait, which has a mapping for each trait from
the source language to the target language (English), such
that words that correlate positively to each trait are close to-
gether in the multilingual vector space. Using these aligned
embeddings for training, we can transfer personality related
training features from high-resource languages such as En-
glish to other low-resource languages, and get better multi-
lingual results, when compared to using simple monolingual
and unaligned multilingual embeddings. We achieve an av-
erage F-score increase (across all three languages except En-
glish) from 65 to 73.4 (+8.4), when comparing our mono-
lingual model to multilingual using CNN with personality
aligned embeddings. We also show relatively good perfor-
mance in the regression tasks, and better classification results
when evaluating our model on a separate Chinese dataset.

Introduction
According to (Allport 1937), personality refers to the char-
acteristic pattern in a person’s thinking, feeling, and decision
making. It is a quality of a person across a relatively long pe-
riod and is different from emotions, which can be perceived
in the moment. We can think of it as, personality is to emo-
tion what climate is to weather. The Big Five model of per-
sonality (Goldberg 1993) is a common way of quantifying
a person’s personality, and is recognized by most psycholo-
gists around the world. It tries to represent the traits as scores
across five dimensions:
• Extraversion vs Introverted (Extr) - sociable, assertive,

playful vs aloof, reserved, shy;
• Conscientiousness vs Unconscientious (Cons) - self-

disciplined, organised vs inefficient, careless;
• Agreeableness vs Disagreeable (Agr) - friendly, cooper-

ative vs antagonistic, faultfinding;
• Neuroticism vs Emotionally Stable (Emot) - insecure,

anxious vs calm, unemotional;
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• Openness to Experience vs Cautious (Openn) - intellec-
tual, insightful vs shallow, unimaginative.

Personality traits affect the usage of language in people
(Mairesse et al. 2007), and it is an integral part of human-
human interaction (Long and Martin 2000; Berry, Willing-
ham, and Thayer 2000). As we develop smarter dialogue
systems, future virtual agents need to detect and adapt to dif-
ferent user personalities in order to express empathy (Fung
et al. 2016). Although traditionally the user personality can
be identified by having the user fill out a self-assessment
form such as the NEO Personality Inventory (Costa and Mc-
Crae 2008), this method is not feasible for many applications
where we may wish to identify user personality, such as dia-
logue systems. Therefore, work on automatic personality as-
sessment has become increasingly important recently with
the rise in popularity of applications such as Human Re-
sources (HR) screening, personalized marketing, and other
social media related user-profiling.

Currently, personality labeled data is scarce, especially
in the multilingual setting, which makes it essential to use
the relatively larger size of data in English to help rec-
ognize traits in other languages. Previous work on multi-
lingual personality recognition have tried to use the word-
level or character-level similarity across languages to de-
velop a multilingual model (Liu, Perez, and Nowson 2016;
Siddique and Fung 2017). However, our experiments show
that words used by people with different personality traits
differ among languages or cultures, which is not captured
by distributional semantics alone, making it necessary to
learn a personality-based mapping of words to express each
personality trait. Therefore, we propose GlobalTrait, which
trains personality trait-based alignment of multilingual em-
beddings from the source language(s) to the target language,
such that words that correlate positively to each trait are
closer together in the multilingual (global) vector space. We
show that taking such mapping or alignment of embeddings
as input to our model gives us better multilingual results in
the task of personality recognition.

Related Work
Automatic personality recognition has been done since as
early as 2006 (Oberlander and Nowson 2006), where the
personality of blog authors were identified using Naive
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(a) Words corresponding positively to Extraversion trait (b) Words corresponding positively to Conscientiousness trait

Figure 1: Multilingual embeddings of most significant words corresponding to the Extraversion and Conscientiousness trait for
the four languages, plotted in 2-Dimension using t-SNE. We see that positively correlated words for each trait are clustered per
language, which shows that words corresponding to each language has different semantic/contextual meaning compared to the
other languages. Therefore, we learn a mapping from each source language to our target language English, so the words are
aligned based on each of the personality traits.

Bayes algorithm and n-gram features. (Mairesse et al. 2007)
used two sources of lexical features, Linguistic Inquiry and
Word Count (LIWC) (Pennebaker, Francis, and Booth 2001)
and Medical Research Council (MRC) Psycholinguistics
Database (Coltheart 1981) features, to identify personality
from written and spoken transcripts. More recently, for tasks
such as the Workshop on Computational Personality Recog-
nition (Celli et al. 2013), people have worked on identifying
personality from social media texts (Facebook status updates
and Youtube vlog transcriptions). (Verhoeven, Daelemans,
and De Smedt 2013) used 2000 frequent trigrams as features
and trained a SVM classifier, and (Farnadi et al. 2013) used
LIWC features to train SVM, Naive Bayes and K Nearest
Neighbor (KNN) algorithms.

Deep Learning models such as Convolutional Neural
Networks (CNNs) have gained popularity in the task of
text classification (Kalchbrenner, Grefenstette, and Blunsom
2014; Kim 2014). This is because CNNs are good at cap-
turing text features via its convolution operation, which can
be applied on the text by taking the distributed representa-
tion of the words, called word embeddings, as input. Learn-
ing such distributed representation comes from the hypoth-
esis that words that appear in similar contexts have simi-
lar meaning (Harris 1954). Different works have been car-
ried out in the past to learn such representations of words,
such as (Mikolov et al. 2013; Pennington, Socher, and Man-
ning 2014), and more recently (Bojanowski et al. 2016).
Cross-lingual or multilingual word embeddings try to cap-
ture such semantic information of words across two or more
languages, such that the words that have similar meaning
in different languages are close together in the vector space
(Faruqui and Dyer 2014; Upadhyay et al. 2016). For our task
we use a more recent approach (Conneau et al. 2017), which
does not require parallel data and learns a mapping from the
source language embedding space to the target language in
an unsupervised fashion.

Methodology
We propose GlobalTrait, a text-based model that uses mul-
tilingual embeddings across languages to train personality
alignment per trait, such that words in the languages that cor-
respond positively to one trait are closer together in the mul-
tilingual vector space: which are then fed to a CNN model
for binary classification of each trait. We first train multilin-
gual embeddings in the given languages, followed by iden-
tifying the most significant words in each language corre-
sponding positively to each trait, which are used to learn a
mapping from each source to the target language. The target
language is the language in which we have the most labeled
data available, in our case English. The mapping is essen-
tially a personality trait based alignment that tries to bring
the distributional representation of words correlating posi-
tively to each trait closer together. The initial multilingual
embeddings along with the GlobalTrait aligned embeddings
are then fed into a two channel CNN model to extract the
relevant features for classification via a fully connected layer
followed by softmax.

Multilingual Embeddings Training

Learning distributed representation of words (word embed-
dings) comes from the hypothesis that words that appear in
similar contexts have similar meaning (Harris 1954). Dif-
ferent works have been done to learn such representations
(Mikolov et al. 2013; Pennington, Socher, and Manning
2014; Bojanowski et al. 2016). Cross-lingual or multilin-
gual word embeddings try to capture such semantic infor-
mation of words across two or more languages (Faruqui and
Dyer 2014; Upadhyay et al. 2016). We use the methodology
of Multilingual Unsupervised and Supervised Embeddings
(MUSE) (Conneau et al. 2017) to first train multilingual em-
beddings across the four languages. MUSE tries to learn a
mapping W of dimension d × d, where d = 300 is the em-
bedding dimension we use, such that:
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Table 1: Some examples of significant words corresponding positively to each trait per language.

English (En) Spanish (Es) Italian (It) Dutch (Nl)

Extr people, music, stories,
followers, social

enhorabuena, gente, sociales,
programa, tenemos

piaciuto, notizia, pubblicato,
università, generazione

mensen, kennen, schoten,
benieuwd, helemaal

Cons research, work, time, analysis,
project

gobierno, interesante, cuenta,
contra, tiempo

direttori, giornalismo, palestra,
rivoluzione, ricerca

raadscommissie, bibliotheek,
grootdebat, harlopen,

ambtenaren

Agr life, feel, thanks, amazing,
heart, right

gracias, estoy, estudiar, viernes,
dormir

anche, siamo, utilizzato, fatto,
grazie

inderdaad, altijd, genieten,
hopelijk, geslaagd

Emot want, today, really, shit, know,
cause

pero, porque, alguien, sólo,
vamos, quieres

sempre, proprio, fumetto, altro,
scoprire

alleen, vragen, eigenlijk,
waarom, volgande

Openn love, new, watching, youth,
skills, travel

mundo, auditori, trabajo,
corazon, nuevo

mostra, mondo, aiutarmi,
informati, completando

andere, iedereen, leven, lekker,
misschien, volgende

W ∗ = argmin
W∈Od(R)

||WX − Y ||F (1)

where, Od(R) suggests that W is an orthogonal matrix
consisting of real numbers, X and Y are the d× n matrices
representing the word embeddings of n words in the source
and target languages respectively. It is important that the
mapping matrix W is orthogonal, so that we are perform-
ing a rotational mapping on the embedding space, which
does not disrupt the monolingual semantic information of
the original embeddings. Also, being orthogonal gives us the
following Procrustes solution to equation (1):

W ∗ = UV T ,with UΣV T = SV D(Y XT ). (2)

W mapping matrix is trained via a Generative Adversarial
Network (GAN) training approach (Goodfellow et al. 2014;
Ganin et al. 2016), where a generator and a discrimina-
tor network are both trained in parallel. It is a two player
game where the discriminator tries to differentiate between
a source embedding and a mapped embedding, and the gen-
erator tries to fool the discriminator by making WX as sim-
ilar to Y as possible. For our monolingual embeddings used
for each of the individual languages, we use the pre-trained
word embeddings via fastText1. The issue with multilingual
embeddings is that it only captures the semantic informa-
tion of words across languages, so words that share similar
context will appear close together in the multilingual vec-
tor space. As we can see in Figure 1 (explained further in
the Experiments section), words that correspond to the same
trait do not always share a similar semantic meaning across
languages. This motivates the need for a mapping of the em-
beddings from the source to the target language, hence the
notion of personality trait-based alignment.

GlobalTrait - One Alignment Per Trait
We propose GlobalTrait, which does a personality trait-
based alignment of the multilingual embeddings from the
source to the target language. From the dataset, we use Term
Frequency - Inverse Document Frequency (tf-idf ) features
to obtain the n most significant words that correspond pos-
itively to each trait per language, and get the multilingual

1https://github.com/facebookresearch/
fastText

Figure 2: Simplified architecture of our two channel CNN
model, one channel taking the unaligned multilingual em-
beddings as input, while the other taking the GlobalTrait
aligned embeddings, fed into a one layer CNN, and the
extracted features are concatenated, followed by a max-
pooling layer and a fully connected layer to softmax for bi-
nary classification.

embeddings corresponding to the words. Using these em-
beddings, we learn a second mapping from each source lan-
guage to our target language, English, with the idea that the
mapped or aligned embeddings will represent the trait, by
being closer together in the vector space. There has to be one
alignment per trait per language - a rotational mapping from
the source to the target language space. We end up training
5 different mapping matrices for each source language, one
for each of the Big Five traits.

Training Procedure We use the same training approach
as MUSE to train our personality mapping. For each trait, we
take the words having the highest significance in the source
languages, and train a second mapping of their correspond-
ing multilingual embeddings to the target language space.
We can call such mapping of the Agreeableness trait, for
example, as Wa, and therefore, we try to achieve the follow-
ing equation, WaA = B, where A and B are the trained
multilingual embeddings of words in the source and tar-
get language respectively, which correlate positively to the
Agreeableness trait. Let X = {x1, ..., xn} be the n multilin-
gual embeddings in the source language of the words cor-
responding most positively to the Agreeableness trait. Like-
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Figure 3: Words corresponding to the Agreeableness trait, left shows the unaligned multilingual embeddings, and right shows
the GlobalTrait Personality aligned embeddings. We see that the alignment brings the multilingual embeddings to a common
vector space (rather than being clustered per language), so we can get the personality trait based mapping between languages.

wise, Y = {y1, ..., ym} are the m multilingual embeddings
of words in the target language, again for the Agreeable-
ness trait. We try to train a discriminator such that it can
differentiate between random samples taken from WaX =
{Wax1, ...,Waxn} and Y . We train Wa matrix such that
the discriminator is unable to differentiate between the two,
therefore making the mapping from source as close to the
target as possible, bringing the notion of personality based
alignment.

• Discriminator: Let θD be the parameters of the discrim-
inator, and PθD (source = 1|z) is the probability that a
vector z is the element of a source embedding according
to the discriminator, and not the target (mapped) embed-
ding. Therefore, for the Agreeableness trait, the discrimi-
nator loss function is as follows:

LD(θD|Wa) = − 1

n

n∑
i=1

logPθD (source = 1|Waxi)

− 1

m

m∑
i=1

logPθD (source = 0|yi)

(3)

• Mapping Matrix: We try to train Wa such that the dis-
criminator is unable to differentiate between the source
and the target (mapped) embeddings:

LW (Wa|θD) = − 1

n

n∑
i=1

logPθD (source = 0|Waxi)

− 1

m

m∑
i=1

logPθD (source = 1|yi)

(4)

Therefore, the discriminator and the weight matrix objec-
tive functions work alternative to each other, and they finally
converge in a min-max solution. Similarly, we train a map-
ping matrix for each of the other four traits, which gives us
the GlobalTrait personality aligned embeddings, where the
embeddings closer in the multilingual vector space reflect
the same trait.

Convolutional Neural Network
Deep learning models such as Convolutional Neural net-
works (CNNs) have gained popularity in the task of text
classification (Kalchbrenner, Grefenstette, and Blunsom
2014; Kim 2014). Our CNN model is a two channel mode,
where one channel takes the multilingual embeddings, while
the other takes the GlobalTrait personality aligned embed-
dings as input. The first channel with multilingual embed-
dings is kept trainable, or we can call it a dynamic channel,
which means the embeddings are also taken as training pa-
rameters, and can change as the training goes on. The other
channel, where the personality alignment has been trained
already, is kept static. For both channels, we choose window
sizes to be 3, 4 and 5, which essentially extracts 3, 4 and 5-
gram features from the text, and we have a max pooling op-
eration that keeps the maximum features per window from
both the channels. The total features are concatenated and
passed to a fully connected layer with a single hidden layer
and non-linear activation (tanh), ultimately mapping the fea-
tures to a binary classification of each trait via softmax.

Experiments
Dataset
We used the 2015 Author Profiling challenge dataset (PAN
2015) (Rangel et al. 2015), which includes user tweets in
four languages - English (en), Spanish (es), Italian (it) and
Dutch (nl), where the personality labels were obtained via
self-assessment using the BFI-10 item personality question-
naire (Rammstedt and John 2007). Only the training set was
released to us from the PAN2015 website 2. Their test data
was not available to us as we did not take part in the Au-
thor Profiling competition of 2015. The dataset consists of
152 English (14,166 tweets), 110 Spanish (9,879 tweets), 38
Italian (3,687 tweets), and 34 Dutch (3,350 tweets) users in
total. Our task is to identify personality in user-level, so we
concatenated all the tweets made by a single user to create
one single training/test data point. As preprocessing, we to-
kenized each tweet using Twokenizer (Owoputi et al. 2013),

2https://pan.webis.de/clef15/pan15-web/
author-profiling.html
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Table 2: F-score results for the monolingual and multilingual performance of the CNN and logistic regression model in the
binary classification task for each trait. Bold highlights the best performance per trait for each language.

Lang Model Extr Agr Cons Emot Openn Average
en Lgr-mono 64.0 53.3 64.5 72.5 60.5 63.0

CNN-mono 74.4 48.2 72.8 74.9 67.7 67.6
Lgr-mono 73.2 72.1 70.0 56.9 69.0 68.2
Lgr-multi 73.2 70.1 72.6 57.0 69.5 68.5

es Lgr-GlobalTrait 75.9 74.7 82.4 59.0 69.0 72.2
CNN-mono 74.7 74.7 70.0 69.0 67.2 71.1

CNN-GlobalTrait 79.4 76.0 83.3 67.3 67.0 74.6
Lgr-mono 53.3 60.3 52.5 60.4 63.3 58.0
Lgr-multi 64.2 71.2 51.5 62.1 64.2 62.6

it Lgr-GlobalTrait 66.2 75.2 49.7 65.7 63.5 64.1
CNN-mono 67.2 74.3 60.3 75.4 63.1 68.1

CNN-GlobalTrait 64.0 77.5 58.3 78.0 63.2 68.2
Lgr-mono 76.0 67.4 67.9 65.0 67.7 68.8
Lgr-multi 74.2 58.2 66.8 66.2 67.0 66.5

nl Lgr-GlobalTrait 76.9 52.9 62.0 68.2 66.4 65.3
CNN-mono 76.4 60.6 61.8 78.6 64.6 68.4

CNN-GlobalTrait 85.3 58.4 83.3 85.8 74.5 77.5

and replaced all usernames and URL mentions with generic
words (@username and @url), so the model is not affected
by mentions in the tweet that are not influenced by the user’s
personality. Since we are interested in the binary classifica-
tion of each big five trait, we carried out a median split of
the scores, to obtain positive and negative samples (users)
for each of the five traits. For our results shown, we carried
out a stratified k-fold cross validation, by making k=5 splits
of the training set into training/validation, and then show the
average result across the 5 different validation sets.

Experimental Setup
For our MUSE training, we used a discriminator with 2 hid-
den layers, each having a dimension of 2048, and we ran our
training for 5 epochs with 100,000 iterations in each epoch.
When training the personality alignment, we took the top
3000 significant words corresponding positively to each trait
per language. For our evaluation, we built a source to target
language dictionary and used mean cosine distance as the
validation metric. For our CNN model, we used 64 filters
per filter size, and for our fully connected layer, we set the
hidden layer dimension to 100, and we ran our training for
100 epochs for each model with batch size = 10. We used
binary cross entropy as our loss function, and used Adam
optimizer with learning rate of 1e−4.

Text Personality Analysis - Visualization of
Embeddings
To check if words having similar semantic information
across languages contribute to similar Big Five traits, we
carried out some text-based analysis of our data. For each
of the Big Five traits, we first obtained the most significant
words in each language using term frequency-inverse docu-
ment frequency (tf-idf ) features. We then took the top 750
words for each language having the highest tf-idf and plot

their trained multilingual embeddings (trained using MUSE
from monolingual embeddings in each language) on a 2-
D space by performing t-distributed Stochastic Neighbor
Embedding (t-SNE) on the 300-dimensional vectors. As an
example, plots for the Extraversion and Conscientiousness
traits are shown in Figure 1.

As we can see in the figure, for both traits there is very
little overlap in the embedding space between the four lan-
guages, and most of the words are clustered per language.
This shows that words corresponding to each trait might not
have the same semantic meaning across the languages. Sim-
ilar to the Extraversion and Conscientiousness trait, in all
five traits, we see a similar trend, some overlap between En-
glish and Spanish, some overlap between Spanish and Ital-
ian, but very little or no overlap between Dutch and any of
the languages. Therefore, this gives rise to the need for a
certain mapping from each language to our target language,
English. Some examples of words corresponding positively
to the traits per language is shown in table 1.

Binary Classification
We first carried out binary classification of the users based
on the median split of scores in each trait. Classification is
of more importance to us as dialogue systems and other sim-
ilar applications require us to classify each person into posi-
tive/negative for each trait, which can then be used to make
decisions such as adapting to the given personality.

Baseline We implemented a simple logistic regression
classifier, which takes in the average embeddings of the
words as input features, in order to compare our aligned
embeddings result with the monolingual counterpart. We
present the results of the following experiments for compar-
ison:
• Lgr-mono: logistic regression using monolingual embed-

dings
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Table 3: Regression results of our multilingual CNN model using the GlobalTrait aligned embeddings, compared to two of the
previous papers’ work on the same dataset. Bold indicates best performance (lowest RMSE) per language per trait.

Lang Model Extr Agr Cons Emot Openn Average
Char Bi-RNN (Liu, Perez, and Nowson 2016) 0.148 0.143 0.157 0.177 0.136 0.152

es tf-idf linear regression (Sulea and Dichiu 2015) 0.152 0.148 0.114 0.181 0.142 0.147
CNN-GlobalTrait 0.142 0.150 0.135 0.169 0.151 0.149

Char Bi-RNN (Liu, Perez, and Nowson 2016) 0.124 0.130 0.095 0.144 0.131 0.125
it tf-idf linear regression (Sulea and Dichiu 2015) 0.119 0.122 0.101 0.150 0.130 0.124

CNN-GlobalTrait 0.107 0.128 0.120 0.147 0.134 0.127

• Lgr-multi: logistic regression using unaligned multilin-
gual embeddings

• Lgr-GlobalTrait: logistic regression using our personal-
ity aligned multilingual embeddings

• CNN-mono: CNN using monolingual embeddings as in-
put

• CNN-GlobalTrait: two channel CNN using multilingual
embeddings plus the GlobalTrait aligned embeddings

In both ‘-multi’ and ‘-GlobalTrait’, models, the training
set includes both the English and the source language’s train-
ing data, and is tested on the source language’s validation
sets, while ‘-mono’ is just the monolingual model for the
respective source language. Results are reported in table 2.

Results We achieve an average F-score of 74.6 in Spanish,
68.2 in Italian, and 77.5 in Dutch when using our multilin-
gual CNN model with the GlobalTrait aligned embeddings,
which are the highest performance achieved in each of the
three languages. As we can see in table 2, CNN-GlobalTrait
performs the best except for two traits in Spanish and three
traits in Italian. The discrepancies can be due to the imbal-
anced nature of the dataset, and the logistic regression be-
ing a simple classifier, can converge better than CNN, es-
pecially for smaller datasets. For logistic regression, using
multilingual and then GlobalTrait aligned embeddings im-
proves on the monolingual results. In general, our multilin-
gual results perform better than monolingual, except for one
trait in Spanish, two traits in Italian, and one trait in Dutch.
This shows that we can use the features retrieved from En-
glish to help us recognize personality in the other languages,
and our personality alignment makes it easier for such kind
of transfer learning.

Regression
We also carried out regression experiments to compare our
model with a recent paper (Liu, Perez, and Nowson 2016)
that tries to perform multilingual personality recognition on
the same dataset. They use a character to word to sentence
for personality traits (C2W2S4PT) model, which uses a two
layer bi-directional RNN model with Gated Recurrent Units
(GRU) followed by a fully connected layer to achieve the
results.

For our regression task, we used the scores given in the
dataset, and did not carry out the median split anymore. We
kept our same training procedure as our classification task

to train the multilingual and the personality aligned embed-
dings using MUSE. Our CNN model was also the same ex-
cept for our last fully connected layer, where we did not
have the softmax layer and instead of cross entropy, we used
mean-squared error as our objective (loss) function:

L(θ) =
1

n

n∑
i=1

(yti − ŷti)2 (5)

where yti is the ground truth personality score of the ti
tweet, and ŷti is the predicted score, θ being the collection
of all parameters being trained. As our evaluation metric,
we use Root Mean Squared Error (RMSE), which tries to
measure the performance via the average error of the model
across all users:

RMSEuser =

√√√√ 1

n

U∑
i=1

(yuseri − ŷuseri)2 (6)

where yuseri and ŷuseri are the true and predicted per-
sonality trait score of the ith user, and U is the total number
of users. Table 3 shows our results compared to the (Liu,
Perez, and Nowson 2016) model (we only show our results
for Spanish and Italian, since they did not use the Dutch data
in their paper). We also compare our results to the PAN 2015
participants (Sulea and Dichiu 2015) who used character n-
gram based tf-idf features to train a regression model, and
achieved one of the highest results in the competition.

As we can see from our results in table 3, our model
gets the best performance in Extraversion trait for both
languages, and it performs comparably in the other traits.
This could mean that our GlobalTrait personality alignment
works better for Extraversion, such that the words in dif-
ferent languages that correspond positively to Extraversion
are indeed closer together in the multilingual vector space.
However, it does not perform as well in the Openness trait,
for example. It is important to take into consideration that
(Sulea and Dichiu 2015) uses a monolinugual model for
each language, and therefore is not expandable to multiple
languages. Also, unlike (Liu, Perez, and Nowson 2016) our
model does not use character based RNN, which enables us
to train on languages that do not share the same characters as
English. To show this, we carried out separate classification
experiments on a Chinese dataset.
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Table 4: Binary classification F-score results on Chinese dataset, showing the comparison of GlobalTrait to other monolingual
and multilingual models. All the multilingual models are trained using both Chinese and English training set, and tested on the
Chinese validation sets (results shown are average of 5 different train/validation splits).

Lang Model Extr Agr Cons Emot Openn Average
Lgr-mono 58.2 59.0 57.4 56.9 56.5 57.6
Lgr-multi 62.1 60.0 61.4 60.5 58.2 60.4

ch Lgr-GlobalTrait 64.1 62.1 61.3 62.9 59.1 61.9
CNN-mono 60.6 58.4 59.3 58.2 57.5 58.8

CNN-GlobalTrait 64.2 61.9 63.0 62.5 60.1 62.3

Personality Classification on Chinese
Personality labeled data is currently rare in languages such
as Chinese, which necessitates a model like GlobalTrait, en-
abling us to use English as additional training data to help us
recognize personality in the Chinese test set. We use a Chi-
nese personality labeled dataset called the BIT Speaker Per-
sonality Corpus (Zhang et al. 2017), collected and released
to us by the Beijing Institute of Technology. It consists of
498 Chinese speech clips, each around 9-13 seconds and la-
beled with Big Five Personality scores given by five judges.
We take a mean of the five scores for each clip, and carry
out a median split for our binary classification task on each
trait. We use an automatic speech recognition (ASR) system
to get the speech transcriptions, and use Jieba segmenter 3 to
tokenize the Chinese text into words, since words in Chinese
are not separated by a blank space.

We get pre-trained monolingual embeddings of Chinese
from fastText and use MUSE to train multilingual embed-
dings in English and Chinese. We then use our GlobalTrait
alignment method to map the positively correlated Chinese
words in each trait to our target language space of English.
The average of our 5 fold cross-validation experimental re-
sults are shown in table 4 and we train the same five models
that were defined earlier. The results show us that, using our
GlobalTrait aligned embeddings undoubtedly improves per-
formance on the Chinese evaluation, which indicates a con-
nection between the English and Chinese data captured via
the personality alignment.

Final Discussion and Future Work
We have seen from our results that using the larger data
available in English, we are able to improve our multilin-
gual results, when applied to other languages such as Span-
ish, Italian, Dutch and Chinese. The personality alignment
is particularly interesting, as it shows us how the words used
to express different personality traits compare and contrast
between multiple languages. Since we train a mapping for
each trait per language, one word can have five different
embeddings, based on the five different trait mappings. For
example, our analysis show that the mapped embedding of
the word ‘mundo’ (world) in Spanish is closest to the words
‘travel, flights, fresh’, etc. in English, for the Openness trait,
while the same word ‘mundo’ for the Extraversion trait gets
closest to ‘parties, love, life’, etc.

3https://github.com/fxsjy/jieba

We plan to explore more in the future to get more insight
into such mappings for our GlobalTrait alignment, and also
apply our model to other datasets in different languages. It
will also be interesting to apply our GlobalTrait aligned em-
beddings to other models such as the Bi-directional RNN
model we saw implemented by (Liu, Perez, and Nowson
2016), and other hierarchical attention networks, where our
sequential data will be the tweets of a single user, based on
the chronological order of the user tweets. Another work
would be to include a much larger English personality la-
beled database, possibly the Facebook data released by
myPersonality project 4, where they collected data of around
154,000 users, with a total of 22 million status updates. Such
a large database will help us find a better relation from other
languages to English, thereby giving us a more meaningful
personality alignment.

Conclusion
We propose the use of personality aligned embeddings,
GlobalTrait, which maps the embeddding space from the
source language to our high-resource target language (En-
glish), thereby enabling us to get better multilingual results.
We have shown in our paper that conventional methods that
try to use monolingual or even multilingual word similarity
for personality recognition may not always give better re-
sults, as words corresponding to personality traits might not
have similar semantic meaning across multiple languages.
Such a method like GlobalTrait can give us a better under-
standing of how people express personality across different
cultures and languages, and therefore enable us to train bet-
ter language-independent models for multilingual personal-
ity recognition.
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