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Abstract

A method based on Robust Principle Component Analysis
(RPCA) technique is proposed to detect small targets in in-
frared images. Using the low rank characteristic of back-
ground and the sparse characteristic of target, the observed
image is regarded as the sum of a low-rank background ma-
trix and a sparse outlier matrix, and then the decomposition
is solved by the RPCA. The infrared small target is extracted
from the single-frame image or multi-frame sequence. In or-
der to get more efficient algorithm, the iteration process in
the augmented Lagrange multiplier method is improved. The
simulation results show that the method can detect out the
small target precisely and efficiently.

Introduction
As an important means of remote sensing and battlefield per-
ception, infrared small target detection on sky background
has a wide range of applications in defense technology (Cae-
fer, Silverman, and Mooney 2000). In order to provide the
target information as quickly as possible, and to obtain a
sufficiently long reaction time for the defense system, the
infrared imaging system is required to perform detection on
the target at a long distance. At this time, the target imaging
area is small, the contrast is low, and structural information
such as shape, size, and texture is lacking. At the same time,
due to the complex scenes and large span scenes in the air
scene, long-distance imaging effects are often affected by
many factors such as field of view selection, weather, day
and night and clouds, which may cause the infrared targets
to be submerged in complex backgrounds. Therefore, the de-
tection of small targets is very difficult (Zhao et al. 2011).

Traditional infrared target detection methods include
the background difference method, the inter-frame differ-
ence method and the optical flow field method (Beck and
Teboulle 2009). The background difference method sub-
tracts the current image from the background reference
model, and is sensitive to background light changes. The
inter-frame difference method is based on the difference be-
tween the front and back frames, and can adapt to changes in
the external environment. But when the change between the
target frames is not obvious, the detection will be difficult.

∗Corresponding author, (cwu@suda.edu.cn)
Copyright c© 2019, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

The optical flow field method detects the motion state of the
object by the motion vector, and the calculation complexity
is high. Aiming at these problems, this paper proposes an in-
frared small target detection method based on RPCA (Can-
des et al. 2009). Under the augmented Lagrangian multi-
plier, the original iterative process is improved to make the
algorithm more simple and effective.

RPCA-based detection model
For infrared small target detection, the basic requirement
is to separate the moving target from the background. The
background area of the infrared image is mainly a smooth
scene with a large area of gentle and subtle changes. They
tend to exhibit a large continuous distribution in space and
a gradual transition state in strength. The small target of the
infrared image generally refers to a target that has a small
pixel and a low signal-to-noise, and appears as an isolated
point whose brightness is higher than the surroundings.

If the image is divided into blocks and then each image
block is sequentially converted into a column vector, we
can form an observation matrix. Since the background has
a strong correlation in the gray space, only the matrix com-
posed of the background pixels has the low rank, and the
target itself has the sparse property. Thus the observation
matrix can be considered to having a low rank matrix and a
sparse matrix. In RPCA, if one part of a matrix has low rank
and the other part has sparsity, then we can separate and re-
cover these parts of the matrix by convex optimization.

(i) RPCA model: Suppose there is an observation matrix
of size m× n, which can be decomposed into M = L+ S,
where L is a sparse matrix of m×n. The low rank matrix L
can be recovered from the observation matrix M :

min rank(L) + λ ‖S‖0 s.t. M = L+ S (1)

where rank(L) represents the rank of the matrix L, ‖S‖0
represents the l0-norm of the matrix S, i.e. the number of
non-zero values in the S. In fact, Equation (1) is an NP prob-
lem that is difficult to solve. It can be transformed into:

min ‖L‖∗ + λ ‖S‖1 s.t. M = L+ S (2)

where ‖L‖∗ represents the kernel norm of the matrix L,
which is the sum of the singular values of the matrixL. ‖S‖1
represents the l1-norm of S, λ is the weighting parameter.
For the m× n matrix, λ is set to 1/

√
max(m,n).
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Figure 1: Performance comparison of infrared image target detection methods

(ii) Augmented Lagrangian multiplier: The augmented
Lagrange multiplier method can transform the original con-
strained problem into an unconstrained problem. The prin-
ciple is to alternately optimize the unconstrained problem
for each variable in each iteration and finally solve the en-
tire constrained problem. The Lagrangian function of Equa-
tion (2) is Γ(L, S, Y ) = ‖L‖∗+λ ‖S‖1+〈Y,M − L− S〉+
µ
2 ‖M − L− S‖F , where Y is the Lagrange multiplier ma-
trix, 〈∗〉 is the standard inner product, µ > 0 is the penalty
parameter and ‖M − L− S‖F is the Frobenius norm.

The minimization of Γ(L, S, Y ) can be solved by the
following iterative approach. Firstly, in the case of fix-
ing L, we find the function Γ with the minimum value
of S, that is, arg mins Γ(L, S, Y ). If we define a con-
traction function Sτ (t) = sgn(t) max(|t| − τ, 0)), then
arg mins Γ(L, S, Y ) = Sλ/µ(M − L + Y/µ). Secondly, in
the case of fixing S, we find the function Γ with the min-
imum value of L arg mins Γ(L, S, Y ). If we define a ma-
trix operation function Dτ (X) = USτ (

∑
)V ∗ where X =

U
∑
V ∗, then arg mins Γ(L, S, Y ) = Dl/µ(M−S+Y/µ).

Finally, we update the Lagrangian multiplier matrix Y and
the penalty parameter µ using the value of M − L − S:
Yk+1 = Yk + µk(M − Lk+1 − Sk+1) and µk+1 = ρ · µk.
where ρ > 1 is a constant. When the iterative result reaches
the convergence value, the calculation will end and the low
rank matrix L and the sparse matrix S will be obtained.

(iii) Improved Lagrangian multiplier: For higher effi-
ciency, the rapid iterative contraction algorithm is used to
improve the above conventional method. We make the itera-
tions for the S and L in the k-th and (k + 1)-th episodes:

S̃k+1 = Sk+1 + (tk − 1/tk)(Sk+1 − Sk) (3)

L̃k+1 = Lk+1 + (tk − 1/tk)(Lk+1 − Lk) (4)

where the step size is tk+1 = (1 +
√

1 + 4 t2k)/2. Here
t0 = 1. Thus, in the iterative process, not only the Sk and
Lk of the current episode are used, but also the Sk−1 and

Table 1: SNRs on the original image #1 and #2

GT G σ SNR

Original image #1 168.33 158.37 17.39 0.57
Background difference 35.30 0.32 1.61 9.35

Our method 39.67 0.15 1.02 38.58
Original image #2 52.78 44.48 3.48 2.39

Background difference 27.50 0.78 2.26 11.82
Our method 92.67 2.12 6.63 13.67

Lk−1 are also used. The number of iterations is reduced and
the iterative structure is more accurate. The second iteration
itself is simple and does not increase the complexity.

Simulation experiment and analysis
In order to illustrate the effectiveness of the method, we se-
lected two real-time infrared small target images for simula-
tion experiments. Figure 1(a) is a small target image in the
day sky, and 1(d) is a small target image in the night sky. In
the experiment, the original infrared image was first divided
into blocks with the size of 8 × 8. These blocks were con-
verted to column vectors and arranged in order. We can con-
struct a new observation matrix M with a size of 64 × 800.
Then, using the augmented Lagrangian multiplier, the im-
age was manipulated to RPCA, and L and S were obtained.
Furthermore, by restoring S, the target image was obtained.

To comprehensively analyze the performance of infrared
small target detection, the signal to noise ratio (SNR) in-
dicator was adopted. The SNR of the image is defined as
SNR = (GT −G)/σ, where GT is the grayscale mean of
the target, G is the grayscale mean of the image, σ is the
mean square error of the image. The SNRs of the original
and final images are shown in the Table 1. The results show
that our method is well extracted to the target, and the target
display is more obvious than the traditional method.

Conclusion
Based on the RPCA algorithm, the paper proposes a method
for detecting infrared small target images. When detecting,
the infrared image is decomposed into a background part
with low rank characteristics and a target part with sparse
characteristics. By improving the iterative process of the
augmented Lagrangian multiplier, the algorithm is more ef-
fective. Simulation experiments show the good results.
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