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Abstract

For large-scale iris recognition tasks, the determination of
classification thresholds remains a challenging task, espe-
cially in practical applications where sample space is growing
rapidly. Due to the complexity of iris samples, the classifica-
tion threshold is difficult to determine with the increase of
samples. The key issue to solving such threshold determina-
tion problems is to obtain iris feature vectors with more ob-
vious discrimination. Therefore, we train deep convolutional
neural networks based on a large number of iris samples to
extract iris features. More importantly, an optimized center
loss function referred to Tight Center (T -Center) Loss is used
to solve the problem of insufficient discrimination caused by
Softmax loss function. In order to evaluate the effectiveness
of our proposed method, we use cosine similarity to estimate
the similarity between the features on the published datasets
CASIA-IrisV4 and IITD2.0. Our experiment results demon-
strate that the T -Center loss can minimize intra-class vari-
ance and maximize inter-class variance, which achieve sig-
nificant performance on the benchmark experiments.

Introduction
Iris recognition is one of the most promising fields in bio-
metrics. The first complete iris recognition system was pre-
sented by Daugman (Daugman 1993). Over the past few
years, conventional iris recognition under homogeneous and
controlled conditions has been extensively studied. The gen-
eral procedures for iris recognition include four parts: iris
location, iris segmentation, feature encoding and feature
matching. Recently, more attention has been paid on the re-
alization of large-scale iris recognition tasks with massive
sample space. Unfortunately, the non-ideal captured images
increase the difficulty of iris segmentation and cross-device
picture sources lead to adaptive trapping of parameters.

Recent progress in deep learning, in particular, deep Con-
volutional Neural Networks (CNNs) have significantly im-
proved the state-of-the-art performance for computer vision
tasks, which makes deep CNNs a dominant machine learn-
ing approach for computer vision. Deep learning based ap-
proaches in iris biometrics, have been explored in recent
works. Liu proposed a deep framework for iris verification,
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which learns relational features to measure the similarity be-
tween pairs of iris images (Liu et al. 2016). Gangwar (Gang-
war and Joshi 2016) proposed a deep learning based method
for iris learning and various optimal tricks were used to
avoid overfitting. These typical researches have an interest-
ing common point: all deep models are trained under the
supervision of the Softmax loss. The advantage of Softmax
loss is to make the learned features highly separable, but it
does not guarantee the features’ high discrimination. Unfor-
tunately, higher discrimination is the key to robustly identify
new unseen classes without label prediction.

Thus, we propose a novel T -Center loss in order to en-
hance the discriminative power of the deeply learned fea-
tures. The original center loss function fuse the Euclidean
distance between the features and features centers into loss
function to maximize the inter-class variance and minimize
the intra-class variance (Wen et al. 2016), which is essen-
tially a kind of distance metric learning. However for iris
recognition task, we care more about the angular metric
rather than distance metric since cosine distance between
two features is used to compute the similarity score.

T -Center loss
Deep learning uses the loss function to measure the degree
of optimization and it is clear that designing an appropri-
ate loss function can enhance the ability of discrimination.
The most commonly used loss function is Softmax loss. As-
suming that the input learned feature vectors xi and its la-
bel yi, the original Softmax loss function is as Equation:
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where m is the size of

a mini-batch, n the number of classes and fj the j-th ele-
ment of the class score vector f . Here j ∈ [1, n]. In typical
CNNs, f is denoted as the output of the FC layers, we have
fj = WT

j xi + bj and fyi = WT
yixi + byi , where Wj and

Wyi denote the weights of the last fully connected layer cor-
responding to the class j and yi respectively.

However, for iris recognition task, the deep features
learned under Softmax loss are not separable enough to dis-
criminate the close-set iris samples. To enhance the dis-
criminative power of the features, we propose the novel
T -Center loss function.Ltc = 1
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∥∥x∗i − c∗yi∥∥2 where
cyi denotes the center of the deep feature corresponding to
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(a) Model A: Softmax scatter (b) Model B: Softmax+Center (c) Model C: Softmax+T -Center

(d) Model A: Softmax histogram (e) Model B: Softmax+Center (f) Model C: Softmax+T -Center

Figure 1: Visualization of features learned under different loss functions. The first column shows the distributions of 3D features
in Euclidean space after PCA. The points with different colors denote the features from different classes. The second column
shows the cosine similarity distributions of both positive pairs and negative pairs (19821 images, 500 classes).

the yi-th class. In our opinion, the simple Euclidean mar-
gin ‖xi − cyi‖ is not always suitable for learning more dis-
criminative iris features, so that c∗yi and x∗i denote the fea-
ture center and feature vector after L2-norm respectively.
In instead of updating the feature centers by back prop-
agation algorithm, the centers are computed by averaging
the features of the corresponding classes in each iteration.
The update equation of cyi is computed using equation:
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j where
t is the number of iteration. The feature centers update only
if yi and j share the same class, where δ = 1. A scalar α is
used to control the learning rate of the centers to avoid large
perturbations caused by image noise.

Note that these learned features and centers would de-
grade to zeros when the T -Center loss is used separately for
deep networks. So it is necessary to adopt the joint super-
vision of Softmax loss and T -Center loss to train. The final
loss function is given as L = −

∑m
i=1 log e
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+
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∥∥x∗i − c∗yi∥∥2, where λ is a scalar used for balancing
the significance of two loss functions.

Effect of CNNs architectures
In order to visually demonstrate the ability of the proposed
method to distinguish iris feature vectors, we illustrate a
toy example containing 10 classes. Figure 1 gives the Eu-
clidean feature space distribution and the cosine similarity
of both positive pairs and negative pairs using different loss
functions. It is empirically demonstrate that compared with
Model A (supervised by Softmax) and Model B (supervised
jointly by Softmax and center loss), Model C (supervised
jointly by Softmax and T -Center loss) has 43.8% and 30.2%
decrease on the intra-class variance respectively. It indicates
that using the T -Center loss results in a more discriminative
distribution in the feature space and a larger angular margin,
which is very suitable for large-scale iris recognition tasks.

Table 1: Variance of positive and negative pairs

Method Positive variance(×10−3) Negative variance(×10−3)
Model A 2.51 3.42
Model B 2.02 1.61
Model C 1.41 1.98

Conclusion
Large-scale iris recognition tasks remains a challenging task
in practical applications due to the difficulty of classification
threshold determination. The paper proposes a novel feature
extraction approach for iris recognition, which can obtain
iris feature vectors with more obvious discrimination. We
refer the novel loss function to T -Center loss. Jointly super-
vised by the linear combination of T -Center loss and soft-
max, the discriminative power of the deep features based on
CNNs can be highly enhanced.
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