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Abstract

In this paper, we propose a Visual Center Adaptation Method
(VCAM) to address the domain shift problem in zero-shot
learning. For the seen classes in the training data, VCAM
builds an embedding space by learning the mapping from se-
mantic space to some visual centers. While for unseen classes
in the test data, the construction of embedding space is con-
strained by a symmetric Chamfer-distance term, aiming to
adapt the distribution of the synthetic visual centers to that
of the real cluster centers. Therefore the learned embedding
space can generalize the unseen classes well. Experiments on
two widely used datasets demonstrate that our model signifi-
cantly outperforms state-of-the-art methods.

Introduction
Remarkable success has been achieved by deep neural net-
works for visual object recognition on domains where a
large number of labeled training data is available. Neverthe-
less, annotating sufficient data is labor-intensive and time-
consuming, establishing significant barriers for adapting the
learned systems to new domains. To tackle this problem,
zero-shot learning (ZSL) has been proposed, which aims to
learn recognition models for novel classes without labeled
data. Generally, the ZSL approaches can be categorized into
two types based on the usage of unlabeled data: inductive
ZSL and transductive ZSL. In this paper, we focus on the
ZSL with transductive setting in which the unlabeled (tar-
get) images from the target classes are available.

Despite the effectiveness of previous studies, ZSL is still
challenged by the domain shift problem in practice. The
source and target classes in ZSL are usually disjoint and
even completely unrelated. In this case, applying naive pro-
jection function learned from source classes to target classes
without any adaptation may lead to a large knowledge gap.

We propose a novel Visual Center Adaptation Method
(VCAM) for ZSL. Inspired by (Zhang, Xiang, and Gong
2017), VCAM tries to project semantic information to the
visual space to tackle the hubness problem (more details in
supplementary file). To address the domain shift problem,
we add a novel symmetric Chamfer-distance constraint to
∗The first two authors contributed equally to this work.
†Junge Zhang is the corresponding author.

Copyright c© 2019, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

× ×
× ×

×
××

× ×
×

×

×

×

×

×

×
××

×
×

Image samples: × × × × ×

CNN ModelTrain Images Visual Space

…
 Embedding

Subnet

Semantic Vectors

Source class centers: Target class cluster centers: Synthetic centers:

LMSE
<latexit sha1_base64="YFUf3aDnU6A6gszkcqR+p5Z/ThI=">AAAC1nicjVHLSsNAFD3GV32nunQTLIKrkoigS1EEFwoV7QNUymQ6bUPzIpkoEupO3PoDbvWTxD/Qv/DOGMEHohOSnDn3njNz73Vj30ulbT+PGKNj4xOTpanpmdm5+QWzvNhIoyzhos4jP0paLkuF74WiLj3pi1acCBa4vmi6g10Vb16IJPWi8ERexeI8YL3Q63qcSaLaZvksYLLPmZ8fDNv54fHesG1W7Kqtl/UTOAWooFi1yHzCGTqIwJEhgEAISdgHQ0rPKRzYiIk7R05cQsjTcYEhpkmbUZagDEbsgL492p0WbEh75ZlqNadTfHoTUlpYJU1EeQlhdZql45l2Vuxv3rn2VHe7or9beAXESvSJ/Uv3kflfnapFoostXYNHNcWaUdXxwiXTXVE3tz5VJckhJk7hDsUTwlwrP/psaU2qa1e9ZTr+ojMVq/a8yM3wqm5JA3a+j/MnaKxXHbvqHG1UtneKUZewjBWs0Tw3sY191FAn70vc4wGPRsu4Nm6M2/dUY6TQLOHLMu7eAGVwlow=</latexit><latexit sha1_base64="YFUf3aDnU6A6gszkcqR+p5Z/ThI=">AAAC1nicjVHLSsNAFD3GV32nunQTLIKrkoigS1EEFwoV7QNUymQ6bUPzIpkoEupO3PoDbvWTxD/Qv/DOGMEHohOSnDn3njNz73Vj30ulbT+PGKNj4xOTpanpmdm5+QWzvNhIoyzhos4jP0paLkuF74WiLj3pi1acCBa4vmi6g10Vb16IJPWi8ERexeI8YL3Q63qcSaLaZvksYLLPmZ8fDNv54fHesG1W7Kqtl/UTOAWooFi1yHzCGTqIwJEhgEAISdgHQ0rPKRzYiIk7R05cQsjTcYEhpkmbUZagDEbsgL492p0WbEh75ZlqNadTfHoTUlpYJU1EeQlhdZql45l2Vuxv3rn2VHe7or9beAXESvSJ/Uv3kflfnapFoostXYNHNcWaUdXxwiXTXVE3tz5VJckhJk7hDsUTwlwrP/psaU2qa1e9ZTr+ojMVq/a8yM3wqm5JA3a+j/MnaKxXHbvqHG1UtneKUZewjBWs0Tw3sY191FAn70vc4wGPRsu4Nm6M2/dUY6TQLOHLMu7eAGVwlow=</latexit><latexit sha1_base64="YFUf3aDnU6A6gszkcqR+p5Z/ThI=">AAAC1nicjVHLSsNAFD3GV32nunQTLIKrkoigS1EEFwoV7QNUymQ6bUPzIpkoEupO3PoDbvWTxD/Qv/DOGMEHohOSnDn3njNz73Vj30ulbT+PGKNj4xOTpanpmdm5+QWzvNhIoyzhos4jP0paLkuF74WiLj3pi1acCBa4vmi6g10Vb16IJPWi8ERexeI8YL3Q63qcSaLaZvksYLLPmZ8fDNv54fHesG1W7Kqtl/UTOAWooFi1yHzCGTqIwJEhgEAISdgHQ0rPKRzYiIk7R05cQsjTcYEhpkmbUZagDEbsgL492p0WbEh75ZlqNadTfHoTUlpYJU1EeQlhdZql45l2Vuxv3rn2VHe7or9beAXESvSJ/Uv3kflfnapFoostXYNHNcWaUdXxwiXTXVE3tz5VJckhJk7hDsUTwlwrP/psaU2qa1e9ZTr+ojMVq/a8yM3wqm5JA3a+j/MnaKxXHbvqHG1UtneKUZewjBWs0Tw3sY191FAn70vc4wGPRsu4Nm6M2/dUY6TQLOHLMu7eAGVwlow=</latexit><latexit sha1_base64="YFUf3aDnU6A6gszkcqR+p5Z/ThI=">AAAC1nicjVHLSsNAFD3GV32nunQTLIKrkoigS1EEFwoV7QNUymQ6bUPzIpkoEupO3PoDbvWTxD/Qv/DOGMEHohOSnDn3njNz73Vj30ulbT+PGKNj4xOTpanpmdm5+QWzvNhIoyzhos4jP0paLkuF74WiLj3pi1acCBa4vmi6g10Vb16IJPWi8ERexeI8YL3Q63qcSaLaZvksYLLPmZ8fDNv54fHesG1W7Kqtl/UTOAWooFi1yHzCGTqIwJEhgEAISdgHQ0rPKRzYiIk7R05cQsjTcYEhpkmbUZagDEbsgL492p0WbEh75ZlqNadTfHoTUlpYJU1EeQlhdZql45l2Vuxv3rn2VHe7or9beAXESvSJ/Uv3kflfnapFoostXYNHNcWaUdXxwiXTXVE3tz5VJckhJk7hDsUTwlwrP/psaU2qa1e9ZTr+ojMVq/a8yM3wqm5JA3a+j/MnaKxXHbvqHG1UtneKUZewjBWs0Tw3sY191FAn70vc4wGPRsu4Nm6M2/dUY6TQLOHLMu7eAGVwlow=</latexit>

LCD
<latexit sha1_base64="umpSJltuKcvR4CcEir4kanGFIuI=">AAAC3nicjVHLSsNAFD2Nr1pfVVfiJliErkriRpeiLly4ULC20JY6GacazItkIpZQ3LkTt/6AW/0Hf0L8A/0L74wp+EB0QpIz595zZu69TuS5ibSsl4IxMjo2PlGcLE1Nz8zOlecXjpIwjbmo89AL46bDEuG5gahLV3qiGcWC+Y4nGs75too3LkScuGFwKPuR6PjsNHB7LmeSqG55qe0zecaZl+0NullbiksyybZ3BoNuuWLVLL3Mn8DOQWWz+nR7DGA/LD+jjROE4EjhQyCAJOyBIaGnBRsWIuI6yIiLCbk6LjBAibQpZQnKYMSe0/eUdq2cDWivPBOt5nSKR29MShOrpAkpLyasTjN1PNXOiv3NO9Oe6m59+ju5l0+sxBmxf+mGmf/VqVoketjQNbhUU6QZVR3PXVLdFXVz81NVkhwi4hQ+oXhMmGvlsM+m1iS6dtVbpuOvOlOxas/z3BRv6pY0YPv7OH+Co7WabdXsA5r0Fj5WEctYQZXmuY5N7GIfdfK+wj0e8GgcG9fGjXH7kWoUcs0ivizj7h0FF5yJ</latexit><latexit sha1_base64="OhGEwQnMNOxgPzruWVSrJ0xWwqU=">AAAC3nicjVG7SsRAFD3G9ztqJTbBRdhqSWy0XNTCwkLBVcHIOhnH3WBeJBNRwmJnJ7b+gK3+g36E+Af6AfbeGSOoi+iEJGfOvefM3Hu9JPAzadvPPUZvX//A4NDwyOjY+MSkOTW9k8V5ykWDx0Gc7nksE4EfiYb0ZSD2klSw0AvErneyquK7pyLN/DjalueJOAhZK/KPfc4kUU1z1g2ZbHMWFBudZuFKcUYmxepap9M0K3bN1svqBk4JKvXqw7VbfXvcjM0nuDhCDI4cIQQiSMIBGDJ69uHARkLcAQriUkK+jgt0MELanLIEZTBiT+jbot1+yUa0V56ZVnM6JaA3JaWFBdLElJcSVqdZOp5rZ8X+5l1oT3W3c/p7pVdIrESb2L90n5n/1alaJI6xrGvwqaZEM6o6Xrrkuivq5taXqiQ5JMQpfETxlDDXys8+W1qT6dpVb5mOv+hMxao9L3NzvKpb0oCdn+PsBjuLNceuOVs06RV8rCHMYR5VmucS6ljHJhrkfYFb3OHeODQujSvj+iPV6Ck1M/i2jJt3GaieZQ==</latexit><latexit sha1_base64="OhGEwQnMNOxgPzruWVSrJ0xWwqU=">AAAC3nicjVG7SsRAFD3G9ztqJTbBRdhqSWy0XNTCwkLBVcHIOhnH3WBeJBNRwmJnJ7b+gK3+g36E+Af6AfbeGSOoi+iEJGfOvefM3Hu9JPAzadvPPUZvX//A4NDwyOjY+MSkOTW9k8V5ykWDx0Gc7nksE4EfiYb0ZSD2klSw0AvErneyquK7pyLN/DjalueJOAhZK/KPfc4kUU1z1g2ZbHMWFBudZuFKcUYmxepap9M0K3bN1svqBk4JKvXqw7VbfXvcjM0nuDhCDI4cIQQiSMIBGDJ69uHARkLcAQriUkK+jgt0MELanLIEZTBiT+jbot1+yUa0V56ZVnM6JaA3JaWFBdLElJcSVqdZOp5rZ8X+5l1oT3W3c/p7pVdIrESb2L90n5n/1alaJI6xrGvwqaZEM6o6Xrrkuivq5taXqiQ5JMQpfETxlDDXys8+W1qT6dpVb5mOv+hMxao9L3NzvKpb0oCdn+PsBjuLNceuOVs06RV8rCHMYR5VmucS6ljHJhrkfYFb3OHeODQujSvj+iPV6Ck1M/i2jJt3GaieZQ==</latexit><latexit sha1_base64="Ue+amgGPpr1Y4VuR5jl4ztca6WY=">AAAC3nicjVHLSsNAFD2N7/qKuhI3wSK4KokbXRbrwoULBatCW+pkOtrQvEgmooTizp249Qfc6ueIf6B/4Z0xglpEJyQ5c+49Z+be68a+l0rbfikZI6Nj4xOTU+Xpmdm5eXNh8SiNsoSLBo/8KDlxWSp8LxQN6UlfnMSJYIHri2O3X1fx4wuRpF4UHsqrWLQDdh56Zx5nkqiOudwKmOxx5ud7g07ekuKSTPL6zmDQMSt21dbLGgZOASoo1n5kPqOFLiJwZAggEEIS9sGQ0tOEAxsxcW3kxCWEPB0XGKBM2oyyBGUwYvv0Padds2BD2ivPVKs5neLTm5DSwhppIspLCKvTLB3PtLNif/POtae62xX93cIrIFaiR+xfus/M/+pULRJn2NI1eFRTrBlVHS9cMt0VdXPrS1WSHGLiFO5SPCHMtfKzz5bWpLp21Vum4686U7Fqz4vcDG/qljRg5+c4h8HRRtWxq86BXaltF6OexApWsU7z3EQNu9hHg7yv8YBHPBmnxo1xa9x9pBqlQrOEb8u4fwdiLZpw</latexit>

Figure 1: The illustration of the proposed visual center adap-
tation method.

the learning of projection function in VCAM, which aims
to perform structure alignment on target classes, more spe-
cially, to adapt the synthetic visual centers obtained using
the learned projection function to the real cluster visual cen-
ters. By maintaining the structure of target classes during
the learning of projection on source samples, our model is
endowed with a much better generalization ability, which fi-
nally leads to the improvement of ZSL.

Our Methodology
Problem Definition We have Ns labeled source samples
Ds ≡ {(xsi , ysi )}Ns

i=1, where xsi is an image and ysi ∈ Ys =
{1, . . . , S} is the corresponding label. We are also given Nu

unlabeled target samples Du ≡ {(xui }Nu
i=1 that are from tar-

get classesYu = {S+1, . . . , U}. The goal of ZSL is to build
a recognition model that can predict the label yui ∈ Yu given
xui with no labeled training data for target classes. Here, each
class z ∈ Ys ∪ Yu is associated with the pre-defined auxil-
iary attributes az ∈ A forming a semantic space. Note that
we have Ys ∩ Yu = ∅ according to the definition of ZSL.

Visual Center Adaptation Method Our VCAM is il-
lustrated in Figure 1. Given the input image x, we use a
CNN feature extractor φ(·) to convert each image into a
d-dimensional image representation φ(x) ∈ Rd×1. Moti-
vated by the fact that the image features φ(x) of samples
could form tight and disjoint clusters (Zhang and Saligrama
2016), we argue that each class should have a real visual
center which is defined as the mean of all feature vectors in
the corresponding class. Based on it, an embedding subnet
is adopted to transfer the semantic attributes to these centers
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of the corresponding class:

csyn = σ2(wT
2 σ1(wT

1 a)) (1)

where a denotes the auxiliary attributes of each class. σ1(·)
and σ2(·) denote non-linear operation (i.e., Leaky ReLU).
w1 andw2 are the weights to be learned. csyn is the predicted
center for each category. To obtain the projection relation,
we adopt the mean square error as the loss function, which
minimizes the discrepancy between predicted centers csyn
and real centers c in the visual feature space for seen class:

LMSE =
1

S

S∑
i=1

‖csyni − ci‖22 + λΨ(w1, w2) (2)

where Ψ(·) is the l2-norm parameter regularizer decreasing
the model complexity, λ controls the tightness of the con-
straint and we empirically set λ = 0.0005.

During the testing phase, we first use Equation 1 to get
synthetic center Csyn

u for target classes from their semantic
attributes. Then for each image xi, its classification result
can be achieved by selecting the nearest synthetic center for
it. Formally,

su∗ = argmin
csyn
u

‖φ(xi)− csynu ‖2 (3)

However, in fact there is still discrepancy between csyn
and real centers for target classes while testing, i.e., do-
main shift problem, which will result in bad ZSL accuracy.
To alleviate this problem, it is necessary to align the struc-
ture of the synthetic centers with that of the real centers
for target class. Here, we use the class centers calculated
by K-means to approximate the real centers. A symmetric
Chamfer-distance constraint is proposed to measure the sim-
ilarity between the two unordered high-dimensional point
sets:

LCD =
∑

x∈Csyn
u

min
y∈Cclu

u

‖x− y‖22+
∑

y∈Cclu
u

min
x∈Csyn

u

‖x− y‖22 (4)

where Cclu
u indicates the cluster centers of target class ob-

tained by K-means algorithm. Csyn
u represents the synthetic

target centers obtained with the learned projection. Com-
bining the above constraint, the final loss function to train
VCAM is defined as:

LV CAM = LMSE + β × LCD (5)

where β controls the effect of these two objectives and we
set to β = 0.0005 empirically.

Experiments
Datasets
We evaluate the effectiveness of the proposed VCAM on two
representative ZSL benchmarks: Animals with Attributes2
(AwA2) and Caltech-UCSD Birds 200-2011 (CUB). AwA2
contains 37,322 images from 50 animals categories, where
40 of 50 classes are used for training and the rest are used for
testing. For fair comparison with baseline methods, we also
report the results on AwA1 that is an old version of animal
datasets of ZSL without raw images. CUB is a fine-grained

AwA1 AwA2 CUB
Method SS PS SS PS SS PS

SJE(2015) 76.7 65.6 69.5 61.9 55.3 53.9
SYNC(2016) 72.2 54.0 71.2 46.6 54.1 55.6
SCoRe(2017) 82.8 - - 69.5 59.5 61.0
LDF(2018) 83.4 65.8 - - 70.3 69.2

δ

SE-ZSL(2018) 83.8 69.5 80.8 69.2 60.3 59.6
UDA(2015) 73.2 - - - 39.5 -
TMV(2015) 80.5 - - - 51.2 -
SMS(2016) 78.4 - - - 59.2 -µ

TSTD(2017) 90.3 - - - 58.2 -
VCAM(ours) 94.3 77.6 93.9 78.2 74.2 71.7

Table 1: The experimental results in terms of MCA (%).
Here, δ denotes inductive ZSL algorithm, µ denotes trans-
ductive ZSL algorithm, and ”-” means no repeated result
available yet.

dataset with 200 different bird species and 11,788 images.
We use 150 classes as training data and the rest 50 classes
are used for testing. We also adopt the same ZSL data splits
as used in (Xian, Schiele, and Akata 2017), called PS. We
report the results on both the standard splits (SS) and the PS
for fair comparison.

Experimental Results
Following previous work (Li et al. 2018), the multi-way
classification accuracy (MCA) is adopted as our evaluation
metric. We summarize the experimental results in Table 1.
Compared to the previous approaches, our method achieves
significant improvements on all the experimental datasets,
verifying the effectiveness of VCAM. For example, VCAM
outperforms the best results of baseline methods by a margin
of 2% ∼ 13%.

We also conduct challenging experiments in the general-
ized ZSL settings (gZSL) where the larger searching space is
provided for testing to verify the effectiveness of our model
in dealing with the domain shift problem in ZSL. In addi-
tion, we also visualize parts of the zero-shot classification
results. Both the gZSL and visualization results are included
in supplementary file.

Conclusion
In this paper, we have proposed a novel visual center adap-
tation method for zero-shot learning, which is based on the
adaptation of visual centers to solve domain shift problem.
Experiments show that VCAM outperforms other state-of-
the-art methods on two representative datasets.
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