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Abstract

Automatic text summarization aims at producing a shorter
version of the input text that conveys the most important in-
formation. However, multi-lingual text summarization, where
the goal is to process texts in multiple languages and out-
put summaries in the corresponding languages with a sin-
gle model, has been rarely studied. In this paper, we present
MultiSumm, a novel multi-lingual model for abstractive sum-
marization. The MultiSumm model uses the following train-
ing regime: (I) multi-lingual learning that contains language
model training, auto-encoder training, translation and back-
translation training, and (II) joint summary generation train-
ing. We conduct experiments on summarization datasets for
five rich-resource languages: English, Chinese, French, Span-
ish, and German, as well as two low-resource languages:
Bosnian and Croatian. Experimental results show that our
proposed model significantly outperforms a multi-lingual
baseline model. Specifically, our model achieves compara-
ble or even better performance than models trained separately
on each language. As an additional contribution, we con-
struct the first summarization dataset for Bosnian and Croat-
ian, containing 177,406 and 204,748 samples, respectively.

Introduction

Text summarization has witnessed rapid growth in recent
years. There are two primary paradigms for text summa-
rization: extractive and abstractive. Extractive summariza-
tion builds summaries by selecting sequences of important
sentences and words from the input text. In this paper, we
focus on abstractive summarization that can generate a sum-
mary that may contain phrases or words that do not appear
in the input text.

Variants of sequence-to-sequence model for abstractive
summarization have shown to obtain promising results for
one single, resource-rich language such as English (Tan,
Wan, and Xiao 2017; Lin et al. 2018) and Chinese (Wang
et al. 2018; Wei et al. 2019). However, training a monolin-
gual model for each language is neither scalable nor effi-
cient, while for low-resource languages, it is difficult to ob-
tain sufficient training samples for training modern neural
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models. Therefore, to improve scalability on multiple lan-
guages and to improve summarization performance on low-
resource languages, it is natural to aim for building a unified
multi-lingual model to leverage existing large-scale mono-
lingual summarization corpora in rich-resource languages.

Previous work on multi-lingual text summarization
mainly focus on directly mixing training data from different
languages, and training with a unified model that does not
include modules handling multilingualism (Litvak, Last, and
Friedman 2010; Vanetik and Litvak 2015; Litvak et al. 2016;
Litvak and Vanetik 2019). These multi-lingual summariza-
tion systems are mostly based on traditional machine learn-
ing techniques or integer linear programming, which can
only handle a small number of training samples. As the
number of training samples increases, the time cost of these
models becomes unbearable. To the best of our knowledge,
there are no deep learning based studies for multi-lingual
text summarization.

In this paper, we focus on multi-lingual text summariza-
tion. We propose MultiSumm, a unified multi-lingual model
to handle multi-lingual text summarization and help improve
the summarization performance on those low-resource lan-
guages. We study multi-lingual text summarization for five
rich-resource languages: English, Chinese, French, Span-
ish, and German, as well as two low-resource languages:
Bosnian and Croatian.

A large number of parallel corpora for English, Chi-
nese, French, Spanish, and German already exist (Graff
et al. 2003; Hu, Chen, and Zhu 2015; Mendonça, Graff,
and DiPersio 2009a; 2009b), containing millions of text-
summary pairs. However, to the best of our knowledge, there
is no published summarization dataset available for low-
resource languages Bosnian and Croatian. To accomplish
the task of text summarization for Bosnian and Croatian,
we first create a new abstractive summarization dataset for
Bosnian and Croatian, consisting of 177,406 and 204,748
samples, respectively. We give two text-summary examples
in Table 1, and the details of the dataset will be described
later. Note that the dataset we constructed is relatively
smaller than those rich-resource summarization datasets (the
ratio of sample size is about 1/20). Due to the lack of training
data, traditional deep learning models that contain billions of
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An example of Bosnian text-summary pair

Text: Ambasador SAD u Njemačkoj Ričard Grenel
ponovo je ukazao na niska ulaganja Berlina u odbranu,
rekavši da je to “uvrijedljivo” i ponovio prijetnju da će
američke trupe biti povučene iz ove zemlje.
(The US ambassador to Germany, Richard Greer, reit-
erated Berlin’s low investment in defense, saying it was
“offensive” and threatening that the US military will
withdraw from this country.)
Summary: Ambasador SAD prijeti premještanjem
američkih trupa iz Njemačke.
(The US ambassafor threatens to withdraw troops from
Germany.)
An example of Croatian text-summary pair

Text: Bivši šampion UFC-a u dvije kategorije i najveća
zvijezda MMA, Irac Conor McGregor objavio je da se
povlači iz ovog borilačkog sporta u 30. godini, objavili
su mediji.
(Former UFC champion in two categories and MMA’s
biggest star, Irishman Conor McGregor has announced
that he is retiring from this sport as the age of 30, media
reported.)
Summary: Conor McGregor najavio povlačenje.
(Conor McGregor announced his retirement.)

Table 1: Two examples of Bosnian and Croatian texts with
their corresponding summaries. The English translation of
the original text is given in brackets.

parameters do not perform well as they could. Thus we aim
to leverage the existing summarization corpora for other lan-
guages to help the training procedure on low-resource lan-
guages.

The training process of our proposed framework can be
divided into two stages: (I) multi-lingual learning and (II)
joint summary generation training. The multi-lingual learn-
ing stage aims at enforcing a shared latent space and help-
ing a model learn the vocabulary and grammar specific to
each language, especially for the low-resource languages.
In this stage, we train language model, auto-encoder, trans-
lation model, and back-translation model for encoders and
decoders. In the joint summary generation training stage,
we train summarization models for all languages simulta-
neously.

We conduct experiments on English, Chinese, French,
Spanish, German, Bosnian, and Croatian summarization
datasets. Experimental results show that our model outper-
forms the multi-lingual baseline model on all languages.
Specifically, our multi-lingual model even surpasses mono-
lingual models on some languages with only 1/7 parameters
of the sum of all monolingual models, and the improvement
is significant on the two low-resource languages. In sum-
mary, our primary contributions are as follows:

• We propose a new neural model and a new training pro-
cedure for multi-lingual text summarization.

• We conduct experiments on summarization datasets in
seven languages, and the experimental results show that

our model outperforms the multi-lingual baseline model
and achieves comparable or better performance than
monolingual models.

• We create a new summarization dataset for Bosnian and
Croatian, consisting of 177,406 samples and 204,748
samples, respectively.1

Related Work

Abstractive Text Summarization

Abstractive text summarization methods typically follow a
sequence-to-sequence framework. Rush et al. (2017) first in-
troduce the attention mechanism into the abstractive summa-
rization task. See, Liu, and Manning (2017) propose a copy
mechanism that allows the generator to copy words from
the source text to alleviate the problem of out-of-vocabulary
words. They also propose a coverage mechanism that keeps
track of the generated words to discourage repetition. Tan,
Wan, and Xiao (2017) introduce a graph-based attention
mechanism into the sequence-to-sequence framework to ad-
dress the saliency factor of text. Celikyilmaz et al. (2018)
address the challenges of representing a lengthy text by in-
troducing multiple collaborating agents, each in charge of a
subsection of the input text.

Multi-Lingual Text Summarization

Multi-lingual text summarization aims at processing texts
in multiple languages and generating summaries in the
corresponding languages with a single model. The con-
ference of SIGDIAL-2015 presented a special session for
multi-lingual text summarization, named MultiLing 2015
(Giannakopoulos et al. 2015), where most of the recent
studies on multi-lingual text summarization were presented
(Vanetik and Litvak 2015; Litvak et al. 2016; Litvak and
Vanetik 2019). However, the training corpus provided by
the session for each language only contains dozens of
text-summary pairs, and thus most of the participants use
traditional programming-based approaches. Besides, these
work achieve multilingualism by copying multiple individ-
ual models, each of which trains data written in one lan-
guage, rather than using one model for multi-lingual sum-
mary generation.

To the best of our knowledge, this is the first work to
specifically study the multi-lingual text summarization and
the first attempt at applying deep learning based methods to
multi-lingual text summarization.

Model Architectures

Transformer-Based Summarization Model

Given an input text x consisting of a sequence of M words
x1, . . . ,xM , the goal of abstractive text summarization task
is to produce a condensed summary y of length N < M .

Abstractive text summarization models for a single lan-
guage mostly adopt sequence-to-sequence architectures,
based on LSTM (Sutskever, Vinyals, and Le 2014), CNN
(Gehring et al. 2017), transformer (Vaswani et al. 2017), etc.

1https://github.com/ycao1996/Multi-Lingual-Summarization
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Figure 1: The overall framework of three basic models for multi-lingual summary generation tasks. (a) Unshared model which
uses an independent encoder and decoder for each language. (b) Partially shared model which shares the bottom layers of
encoders and top layers of decoders across all languages. (c) Fully shared model which uses a fully shared encoder and decoder.

Transformer-based models, which have a potential of mod-
eling very longer-term dependencies, achieve promising re-
sults in many sequence-to-sequence tasks. Without loss of
generality, we use the transformer (Vaswani et al. 2017)
model and extend it to support multi-lingual inputs.

We stack N = 6 blocks for both the transformer encoder
and decoder. The transformer encoder block contains two
sub-blocks: a multi-head self-attention module and a feed-
forward module with layer normalization. Additionally, the
decoder block has a multi-head cross attention module be-
tween the self-attention module and feed-forward module.

We use the same configuration for monolingual models
and multi-lingual models.

Sharing Encoders and Decoders

The most straightforward way to support multi-lingual sum-
marization is to train a separate transformer model for each
language, which, however, is neither scalable nor efficient.
Besides, the possible connections between languages are not
exploited.

Instead of training independent models for each language,
we build a unified multi-lingual model by partially or fully
sharing encoders and decoders across languages. We inves-
tigate two ways of sharing encoders and decoders: one is
sharing the bottom layers among all encoders and top layers
among all decoders, which is depicted in Figure 1(b); the
other one is using a shared encoder and a shared decoder
for all languages, which is depicted in Figure 1(c). We take
the fully shared model as the main model in our experiments
and set the partially shared model as a model variation. We
also investigate a model variation with unshared encoders
and decoders as shown in Figure 1(a). To indicate the target
language in the model, we set the first token of the decoder
specifies the language the module is operating with.

Subword Embeddings

We process texts in all languages using Byte Pair Encod-
ing (BPE) (Sennrich, Haddow, and Birch 2016). BPE em-
beddings have been shown to be useful for the alignment
of word embedding spaces across languages that share the

same alphabet (Conneau et al. 2017; Kim, Gao, and Ney
2019). They can also reduce the vocabulary size and improve
the handling of rare words.

We use BPE to process Chinese texts for the following
reasons: (1) we tried to use Chinese word segmentation tools
to process Chinese texts, but we find the results are not much
different from those processed by BPE. (2) Using BPE can
greatly reduce the vocabulary size. The Chinese vocabulary
size processed by BPE is less than 20K, while the vocab-
ulary size processed by word segmentation tool is at least
100K. (3) Essentially, BPE can be viewed as a word seg-
mentation technique based on the statistical information of
the current dataset. It is equivalent to metge the vocabulary
with high frequency of co-occurrence on current dataset.

Algorithm 1 Multi-Lingual Training Algorithm for Abstrac-
tive Text Summarization
Multi-Lingual Learning:

1: Train language model for all encoders and decoders.
2: Train auto-encoder model for all languages.
3: Train translation and back-translation models.

Joint Summary Generation Training:
4: Train summarization model for all languages simultane-

ously.

Training Procedure
We summarize our training procedure for multi-lingual text
summarization in Algorithm 1. The training procedure con-
tains a multi-lingual learning stage and a joint summary
generation training stage.

Multi-Lingual Learning

Multi-lingual learning plays an essential role in multi-
lingual summary generation, especially for those low-
resource languages, as it is beneficial for: (1) helping a
model learn the vocabulary and grammar specific to each
language, (2) enforcing a shared latent space across lan-
guages, and (3) leading to learning a better initialization for
supervised summarization models.
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Our multi-lingual learning stage contains language model
training, auto-encoder training, translation training, and
back-translation training. The objective is to minimize the
sum of losses for these modules:

�total = �lan + �auto + �trans + �back (1)
Language Model Training Language model training
seeks to learn a probability distribution over sequences of
words of all languages. We first pretrain all encoders and
decoders using a language model objective. We use a pow-
erful bidirectional language model named masked language
model (MLM) (Devlin et al. 2018), which is inspired by the
cloze task.

Following Devlin et al. (2018), we randomly sample 15%
of the tokens from the input text and replace them with (1)
the [MASK] token 80% of the time, (2) a random token 10%
of the time, and (3) keep them unchanged 10% of the time.
Then, we use the cross entropy loss to train the language
model. Supposing that the prediction of the n-th masked to-
ken is x̃(n), the corresponding ground truth is x(n), and the
total number of masked tokens is Nm, the language model
loss is calculated as:

�lan (x̂) =

Nm∑
n=1

�CE

(
x(n), x̃(n)

)
(2)

where �CE represents the cross entropy loss.

Auto-Encoder Training We design an auto-encoder train-
ing module to enforce a shared latent space across differ-
ent languages and help models learn the generation process
specific to each language. Besides, auto-encoder is essential
for back-translation, especially for those lower-resource lan-
guages as there is no available translation corpus for these
languages.

In the auto-encoder, an encoder φE maps the input text
to real-vector codes zi = φE (xi), and a decoder φD at-
tempts to reconstruct the input text from zi. We train the
auto-encoder in a denoising auto-encoder way. Concretely,
to prevent the model from simply copying the input, we
randomly shuffle the word order of the input text. This can
also be seen as a word-reordering task. The auto-encoder
is trained using cross-entropy loss:

�auto (x̂) =

Na∑
n=1

�CE

(
x(n), φD(φE(x̂

(n)))
)

(3)

where x(n) is the n-th sample, x̂(n) is its permuted version,
and Na is the total number of auto-encoder samples.

We use auto-encoders for all languages at each training
step.

Translation and Back-Translation Training After auto-
encoder training, we train translation models to further
enforce a shared latent space. We assume the availabil-
ity of a lot of parallel translation samples between two
rich-resource languages yet the lack of translation samples
for low-resource languages.2 Recently, back translation has

2There may exist some parallel corpora translated from Bosnian
and Croatian to the rich-resource languages, but we do not use them
in our experiments.

been shown to be useful for unsupervised neural machine
translation (Lample et al. 2017; 2018) and low-resource neu-
ral machine translation (Gu et al. 2018). We train transla-
tion models and back-translation models for rich-resource
languages, while we only train back-translation models for
low-resource languages.

In translation training, given a source language sentence
xs, we use its corresponding encoder φEs

to encode it into
real-vector representations. Then we use the decoder of tar-
get language φDt to read the output of encoders and gener-
ate tokens x̃t in the target language. We minimize the cross
entropy loss between x̃t and ground truth xt:

�trans (x̂) =

Nt∑
n=1

�CE

(
x
(n)
t , x̃

(n)
t

)
(4)

where Nt is the total number of translation samples.
As for back translation training, given a source language

sentence xs, we first generate a translated sentence in the
second language x̃t. Then we obtain x̃s by translating x̃t

back into the source language. We minimize the cross en-
tropy loss between xs and x̃s:

�back (x̂) =

Nb∑
n=1

�CE

(
x(n)
s , x̃(n)

s

)
(5)

where x̃s = φDt(φEs(x̃t)), x̃t = φDs(φEt(xs)), and Nb is
the number of back translation samples. After each training
epoch, we translate texts in one language to all other lan-
guages using the current encoder and decoder to form the
pseudo-parallel corpus.

Joint Summary Generation Training

We first initialize the model with the parameters learned in
the multi-lingual learning stage. These weights will be fine-
tuned during the summary generation training stage intro-
duced in this section.

In the summary generation training stage, we train the
summarization generation task in a sequence-to-sequence
fashion using the transformer architecture. The input is the
original text, and the output is a condensed summary that
contains the main points of the input text.

Given the input text x, the model generates a summary
ỹ that maximizes the output summary probability given the
original text: ỹ = argmaxy P (y |x). We adopt maximum
log-likelihood training with cross-entropy loss between gen-
erated summary ỹ and ground truth y:

�summ = − 1

N

N∑
n=1

T∑
t=1

logP
(
y
(n)
t | ỹ(n)<t , x

(n)
)

(6)

where N denotes the number of training samples, and ỹ<t

denotes the generated tokens preceding ỹt. We use the par-
allel of all languages to train summarization model in this
stage.

Variations

To study the importance of different components of our
model and training procedure, we evaluate the following
variations of our proposed model and training procedure.
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No language model training Instead of initializing the
weights using the language model pretrained weights, we
train the auto-encoder model from scratch.

No auto-encoder training As we share the encoder and
decoder across languages in our method, training an auto-
encoder model can help the model learn the vocabulary and
grammar specific to each language and enforce a shared la-
tent space. We argue that auto-encoder is crucial for multi-
lingual summarization, especially for the low-resource lan-
guages. To verify this assumption, we include a baseline that
removes the auto-encoder training.

No translation or back-translation training To test the
importance of translation and back-translation training for
text summarization on low-resource languages, we remove
the translation training and back-translation training in the
multi-lingual learning stage.

Partially shared encoders and decoders We use a par-
tially shared model that shares the bottom layers of encoders
and top layers of decoders across languages, as depicted in
Figure 1(b).

Experiments

Datasets

Monolingual Dataset We use the Europarl-v5 dataset
(KOEHN 2005) for English, German, Spanish, and
French. Europarl-v5 contains 1,843,035 English monolin-
gual sentences, 1,772,039 German monolingual sentences,
1,822,021 Spanish monolingual sentences, and 1,855,590
French monolingual sentences.

We use the News-Commentary-v13 dataset (Tiedemann
2012) for Chinese, which contains 361,457 Chinese mono-
lingual sentences.

We use the SETIMES dataset (Tiedemann 2012) for
Bosnian and Croatian, which contains 1,228,401 Bosnian
monolingual sentences and 1,763,732 Croatian monolingual
sentences.

We divide 40% sentences of the monolingual data men-
tioned above for language model training and 60% for auto-
encoder training.

Machine Translation Dataset We use the News-
Commentary-v13 dataset (Tiedemann 2012) for translation
between English, German, Spanish, French, and Chinese.
The number of alignment samples for all language pair
varies from 59K to 238K, and the average length for each
sentence is 23.8.

Summarization Datasets for Rich-Resource Languages
We use the Gigaword dataset for English, French, and Span-
ish summarization (Graff et al. 2003; Mendonça, Graff, and
DiPersio 2009a; 2009b). The number of training samples
varies from 1,739K to 3,794K. The average length for the
input text is 33.1, and the average length for the summary
is 8.6. We use the officially divided training sets, validation
sets, and test sets.

We use the LCSTS dataset (Hu, Chen, and Zhu 2015)
for Chinese summarization. Following Hu, Chen, and
Zhu (2015), we use part I as the training set, part II as the

validation set, and samples with 3,4,5 scores in part III as
the test set. The number of training pairs, validation pairs,
and test pairs are 2,400,591, 10,666, and 725, respectively.

We use the SWISS dataset 3 for German summarization.
The total number of German text-summary pairs is 100,000,
the average length of input text is 445, and the average length
of summary is 22. We use the officially divided training sets,
validation sets, and test sets.

We will summarize the detail information for these
datasets in the supplemental file.

Dataset Construction for Bosnian and Croatian As
there is no existing summarization dataset for the low-
resource languages Bosnian and Croatian, we first build a
new summarization dataset for the two languages.

The process of constructing our summarization dataset is
similar to the process of building datasets such as Gigaword
and LCSTS. We crawl the news from a Bosnian news web-
site4 and a Croatian news website5, then we use the news
description as the original text and use the title as the cor-
responding summary. A text-summary pair will be filtered
out if its title contains dates in the format of “xx.xx.xxxx”
because we find these titles only contain useless information
such as “Newsletter, 20.05.2019”.

After filtering, the total number of Bosnian text-summary
pairs is 177,406, and the total number of Croatian text-
summary pairs is 204,748. We randomly split 80% of the
samples as the training set, 10% of the samples as the vali-
dation set, and 10% of the samples as the test set. We show
two text-summary examples in Table 1.

Competitive Models

We consider the following three competitive models for
comparison.
• Individual For each language, we train a monolingual

transformer model for text summarization.
• Individual + pretraining We train an individual trans-

former model for text summarization on each language,
while the encoder and decoder are first pretrained (i.e.,
using language model training and auto-encoder training)
on monolingual texts in the corresponding language.

• Multi-baseline The multi-baseline simply trains summa-
rization generation model for all languages using one
model without any pretraining process.

Ablation Tests

To study the effectiveness of different components of our
model and training procedure, we also test the baselines de-
scribed in the Variations section, including (1) no language
model training, (2) no auto-encoder training, (3) no trans-
lation or back translation training, and (4) partially shared
encocders and decoders. Note that the individual model in
the previous section can also be seen as an variant model,
using unshared encoders and decoders.

3https://www.swisstext.org/shared-task/german-text-
summarization-challenge/

4https://ba.voanews.com
5http://www.federalna.ba
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Method Metric
Rich-Resource Low-Resource

De En Es Fr Zh Bs Hr
Rouge-1 34.30* 36.54 30.49* 26.70 35.46 13.76* 12.61*

Individual Rouge-2 14.44* 17.93 11.92 11.72 21.56 4.48* 4.29*
Rouge-L 29.54* 32.90 25.93 23.41 33.97 11.97* 10.96*
Rouge-1 45.17 36.59 31.63 27.12 35.74 18.22* 18.56*

Individual + pretraining Rouge-2 22.14 18.07 12.37 11.35 21.57 6.67* 7.06*
Rouge-L 40.32 32.91 26.38 23.63 33.92 15.75* 16.44*
Rouge-1 39.33* 35.06* 29.42* 25.32* 33.52* 20.27* 20.69*

Multi-baseline Rouge-2 18.02* 16.71* 11.80* 11.33* 20.55* 7.84* 8.20
Rouge-L 34.93* 31.29* 24.53* 22.76* 32.44* 18.74* 19.14
Rouge-1 43.41 36.87 31.18 27.20 35.71 22.47 23.04

MultiSumm Rouge-2 21.86 17.96 12.24 11.78 21.86 8.35 8.75
Rouge-L 39.77 33.07 26.22 23.57 33.61 19.42 19.63

Table 2: Experimental results of multi-lingual summarization tests. MultiSumm is our proposed model. We highlight in bold
the best results (column). Statistically significant improvement (p < 0.01) are marked with *.

Cross-Lingual Tests

As a by-product, we investigate the ability of our model
to generate cross-lingual summaries. Cross-lingual summa-
rization aims at generating a summary in one language for
an input text in a different language.

We regard English as the source language and let our
model generate Chinese summaries. To build the test set, we
randomly select 100 samples from English Gigaword test
sets and manually translate their summaries into Chinese by
graduate students who are Chinese-English bilinguals.

Evaluation Metrics

Keeping in line with previous work, we use ROUGE-1 (uni-
gram), ROUGE-2 (bigram), and ROUGE-L (LCS) scores as
the evaluation metrics in our experiments.

Implementation Details

We use the Fairseq toolkit (Ott et al. 2019) to implement
the architecture. We use the subword-nmt toolkit6 to process
BPE tokens. For multi-lingual models, we learn the BPE
merge operations across all languages.

For transformer architectures, the model hidden size,
feed-forward hidden size, the number of layers, and the
number of heads are 512, 2,048, 6, and 8, respectively. We
use the same configuration for all encoders and decoders.
In the model variant with partially shared encoders and de-
coders (Figure 1(b)), we share the bottom four layers of en-
coders and top four layers of decoders.

For training and inference, the batch size is set to 4,000
for multi-lingual models and 1,000 for individual models.
We use Adam optimizer (Kingma and Ba 2014) and use
the same parameters and learning rate schedule as previous
work (Vaswani et al. 2017). We use warm-up learning rate
(Goyal et al. 2017) for the first 4,000 steps, and the initial
warm-up learning rate is set to 1e-7. We use the dropout
technique and set the dropout rate to 0.2. We use beam
search for inference, and the beam size is set to 5 accord-
ing to the results on the validation set.

6https://github.com/rsennrich/subword-nmt

Results and Analysis

Multi-Lingual Summarization Results

The overall results of multi-lingual text summarization are
shown in Table 2. We have the following observations.

First, the pretraining (including language model train-
ing and auto-encoder training) on individual model leads
to overall gains in Rouge metrics. The improvement is par-
ticularly significant on languages with small training data.
The individual model with pretraining outperforms the same
model without pretraining by a large margin (18.22 v.s 13.76
in Rouge-1 on the Bosnian dataset and 18.56 v.s 12.61 in
Rouge-1 on the Croatian dataset). This may be because the
model cannot learn the meaning of some words and gram-
mars well from small-scale text summarization datasets, es-
pecially those with low frequency, which can be alleviated
by the pretraining stage.

Second, the multi-lingual baseline performs worse than
most individual models on rich-resource languages (En, Es,
Fr, and Zh), with an average drop of about 1-2 points in
Rouge-l. The exception is that it performs better on lan-
guages with small training data, which may benefit from the
shared BPE tokens across languages.

Third, our proposed model MultiSumm outperforms the
multi-lingual baseline on all languages and achieves an im-
provement of 2-4 points in Rouge-1. More importantly, our
model gets competitive or even better results than the in-
dividual models, with only 1/7 parameters of the sum of
all individual models. The multi-lingual baseline model gets
worse results than individual baselines. However, with a pre-
training stage, our multi-lingual model can get competitive
results compared with the strong individual models.

These results demonstrate the effectiveness of our pro-
posed framework for multi-lingual summarization task.

Ablation Experiment Results

We show the experimental results of ablation test in Table 3.
First, we observe that all modules contribute to the im-

provement of the performance. After removing any of the
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Method Metric
Rich-Resource Low-Resource

De En Es Fr Zh Bs Hr
Rouge-1 43.41 36.87 31.18 27.20 35.71 22.47 23.04

MultiSumm Rouge-2 21.86 17.96 12.24 11.78 21.86 8.35 8.75
Rouge-L 39.77 33.07 26.22 23.57 33.61 19.42 19.63

Rouge-1 43.03 36.46 30.69 26.92 35.24 22.36 22.47
w/o language model Rouge-2 21.19* 17.64 12.00 11.21 21.39 8.26 8.54

Rouge-L 39.32 32.25 25.87 23.03 33.18 19.12 19.41
Rouge-1 40.73* 35.19* 29.48* 26.07* 34.16* 21.01* 20.97*

w/o auto-encoder Rouge-2 18.54* 16.79* 11.24* 11.39 21.09* 7.94* 8.02*
Rouge-L 36.07* 31.77* 24.86* 22.82* 32.78* 18.90* 19.02*
Rouge-1 41.42* 36.38 30.54* 26.65* 35.08* 21.46* 21.62*

w/o translation Rouge-2 19.06* 17.81 11.85 11.64 21.20* 8.12 8.40*
Rouge-L 37.91* 32.07* 25.46* 22.74* 32.97* 19.04 19.13*
Rouge-1 43.60 36.65 30.88 27.14 35.47 22.53 22.78

Partially shared encoder and decoder Rouge-2 21.85 17.91 12.13 11.63 21.51 8.29 8.75
Rouge-L 39.91 33.01 26.15 23.29 33.56 19.30 19.52

Table 3: Experimental results of ablation tests. Statistically significant improvement (p < 0.01) are marked with *.

modules, the performance decreases. The pretraining of lan-
guage model does not have a significant impact on the
results. After removing language model pretraining, most
of the results get decreased, but not obviously (about 0-
0.4 points decrease in Rouge-1). We guess that this is
due to the function of language model pretraining can be
reflected in the auto-encoder training module. The auto-
encoder plays the most important role in the multi-lingual
learning stage. After removing the auto-encoder training
module, we observe a severe performance degradation. We
also find that the model with partially shared encoders and
decoders achieves similar results compared with our fully
shared model. Considering that the fully shared model has
fewer parameters compared with the partially shared vari-
ant, it is a more affordable choice to use the fully shared
model architecture without much loss in performance.

Cross-Lingual Summarization Tests

We show an example of cross-lingual summarization in Fig-
ure 2. We also present the results of two pipeline models:
(1) Trans-Summ, which translates the English input to Chi-
nese first and then generates Chinese summaries and (2)
Summ-Trans, which generates English summaries first and
then translates the English summaries to Chinese.7

We can see that all models generate a summary that is
close to the reference. However, the Summ-Trans model
mistakenly replaces the word “war” with “campaign”,
which may due to the errors made in the translation pro-
cess. Our model produces the most concise summary, but
leaves out some key information such as “the escalation of
the military war”.8

7We use the En-Zh translation dataset mentioned above and use
the same transformer architecture to train translation model.

8Due to space limitations, we present more examples of cross-
lingual generation in the supplemental file.

Text: the sri lankan government on wednesday announced 

the closure of government schools with immediate effect as 

a military campaign against tamil separatists escalated in the 

north of the country .

Reference:        

(Sri Lankan closed the school with the escalation of the 
military war)

Trans-Summ:     

(Sri Lanka announced the closure of the government school)

Summ-Trans:         

  

(The Sri Lankan government closed the school with the 
escalation of the military campaign)

Ours:    

(Sri Lanka government closed school)

Figure 2: An example of cross-lingual summary generation.

Conclusions

In this paper, we propose MultiSumm, a unified multi-
lingual model for abstractive text summarization. Our train-
ing procedure contains two stages: (1) multi-lingual learning
that contains language model training, auto-encoder train-
ing, translation training, and back-translation training, as
well as (2) joint summary generation training. We also con-
struct a new summarization dataset for low-resource lan-
guages Bosnian and Croatian, which contains 177,406 and
204,748 samples, respectively.

We conduct experiments on summarization datasets for
five rich-resource languages English, Chinese, French,
Spanish, and German, as well as for low-resource languages
Bosnian and Croatian. Experimental results show that our
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proposed framework significantly outperforms the multi-
lingual baseline model. Specifically, our method can even
achieve better performance than some individual models
with only 1/7 parameters of the sum of all individual models.
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