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Abstract

In the past few years, higher-order community detection has
drawn an increasing amount of attention. Compared with the
lower-order approaches that rely on the connectivity pattern
of individual nodes and edges, the higher-order approaches
discover communities by leveraging the higher-order con-
nectivity pattern via constructing a motif-based hypergraph.
Despite success in capturing the building blocks of complex
networks, recent study has shown that the higher-order ap-
proaches unavoidably suffer from the hypergraph fragmenta-
tion issue. Although an edge enhancement strategy has been
designed previously to address this issue, adding additional
edges may corrupt the original lower-order connectivity pat-
tern. To this end, this paper defines a new problem of com-
munity detection, namely hybrid-order community detection,
which aims to discover communities by simultaneously lever-
aging the lower-order connectivity pattern and the higher-
order connectivity pattern. For addressing this new problem, a
new Micro-unit Modularity (MuMod) approach is designed.
The basic idea lies in constructing a micro-unit connection
network, where both of the lower-order connectivity pattern
and the higher-order connectivity pattern are utilized. And
then a new micro-unit modularity model is proposed for gen-
erating the micro-unit groups, from which the overlapping
community structure of the original network can be derived.
Extensive experiments are conducted on five real-world net-
works. Comparison results with twelve existing approaches
confirm the effectiveness of the proposed method.

Introduction
Community detection is a hot research topic in network
mining. Many community detection approaches have been
developed from different perspectives (Wang, Lai, and Yu
2013; 2014; Shao et al. 2015; He et al. 2016; Blondel et al.
2008; He et al. 2017; 2018; Jin et al. 2018; Sun et al. 2018; Li
et al. 2018a; Ganji, Bailey, and Stuckey 2018; Jin et al. 2019;
Laishram, Wendt, and Soundarajan 2019; Wang and Zhu
2019; Zhang et al. 2019). According to the adopted connec-
tivity pattern, the existing community detection approaches
can be roughly categorized into two classes, namely lower-
order community detection and higher-order community de-
tection. In the lower-order community detection approaches,
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only the lower-order connectivity pattern is utilized (Shi
and Malik 2000; Newman 2006; Frey and Dueck 2007;
Schaeffer 2007; Chakraborty et al. 2014), which can be cap-
tured at the level of individual nodes and edges. By ignoring
the higher-order connectivity pattern, the community struc-
ture discovered by the lower-order approaches fails to cap-
ture the building blocks of complex network (Benson, Gle-
ich, and Leskovec 2016).

On the other hand, the existing higher-order community
detection approaches mainly rely on the higher-order con-
nectivity pattern at the level of small subnetworks (Arenas
et al. 2008; Zhao 2015; Benson, Gleich, and Leskovec 2016;
Tsourakakis, Pachocki, and Mitzenmacher 2017; Zhou et
al. 2017; Yin et al. 2017; Huang, Wang, and Chao 2018a;
Li et al. 2019a; 2018b; Huang, Wang, and Chao 2019). In the
higher-order approaches, a motif-based hypergraph is con-
structed by utilizing only the co-occurrence information of
the motif instances. However, as shown in (Li et al. 2019b),
it may encounter the hypergraph fragmentation issue, in
which the original connected network may be fragmented
into a large number of connected components with various
sizes and isolated nodes due to the lack of higher-order con-
nection among them. Although an edge enhancement ap-
proach has been developed for addressing this issue (Li et al.
2019b), our study shows that adding additional edges may
corrupt the original lower-order connectivity pattern. To our
best knowledge, there is still a lack of approaches designed
for effectively leveraging both of the lower-order connectiv-
ity pattern and the higher-order connectivity pattern.

In this paper, a new problem of community detection is
defined, namely hybrid-order community detection, which
aims to discover communities by simultaneously leverag-
ing the lower-order connectivity pattern and the higher-order
connectivity pattern. For addressing this new problem, a
new Micro-unit Modularity (MuMod) approach is designed.
Firstly, a new concept called micro-unit is defined, which
is either a motif instance or an edge that is not contained in
any motif instance. The micro-unit connection of two micro-
units is defined to be the Jaccard similarity between their
node sets. Then, a micro-unit connection network is con-
structed, where the micro-units are regarded as nodes and
the micro-unit connections are regarded as weighted edges.
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Finally, a new micro-unit modularity model is proposed for
generating the micro-unit groups, from which the overlap-
ping community structure of the original network can be
derived. Extensive experiments are conducted on five real-
world networks. Comparison results with twelve existing ap-
proaches confirm the effectiveness of the proposed method.

Background and Problem Statement

The input is an undirected and unweighted network G =
{V, E} consisting of n nodes V = {v1, . . . , vn} and m edges
E = {e1, . . . , em}. In this work, we focus on the scenario
that the edges are undirected and unweighted. However, our
technique can be easily extended to other scenarios as well.
Before formally defining the problem of hybrid-order com-
munity detection, we first briefly introduce the background
and some notations.

Different from the lower-order connectivity pattern that
can be captured at the level of individual nodes and edges,
i.e. an edge el connecting two nodes vi and vj , the higher-
order connectivity pattern is a more complex structure, i.e. a
subnetwork consisting of more than one edges and the corre-
sponding ending nodes. It is regarded as the building blocks
of complex network (Benson, Gleich, and Leskovec 2016).

One representative higher-order structure is motif, which
is defined as follows (Milo et al. 2002).

Definition 1 (Motif) Motif is a dense subnetwork occurring
in complex networks at numbers that are significantly higher
than those in randomized networks preserving the same de-
gree of nodes. It is denoted as M = {VM, EM} where VM

and EM denote the node set consisting of p nodes and edge
set consisting of q edges in the motif M respectively, with
q being between p − 1 (a tree motif) and p(p−1)

2 (a clique
motif).

Usually, the following Z-score is adopted to identify the
statistically significant motifs in one network (Milo et al.
2004),

Z =
Nreal − mean(Nrand)

std(Nrand)
(1)

where Nreal is the number of occurrences of the subnetwork
in the real network, mean(Nrand) and std(Nrand) represent
the mean and standard deviation of the numbers of occur-
rences of the subnetwork in the r randomly rewired net-
works preserving the same node degrees. In our experiment,
following the conventional setting in the literature (Lin et al.
2017), the number of randomly rewired networks, i.e. r, is
set to be 1000.

In the higher-order community detection approaches, usu-
ally, only the subnetwork with the highest Z-score is iden-
tified as the motif and utilized. Obviously, different motifs
may be discovered from various types of networks (Milo et
al. 2002). We can even define one “consensus motif” as the
motifs shared by one type of networks. The most widely dis-
covered and studied motifs are 3-node triangle motif and
4-node motif consisting of 3 nodes and 4 nodes respec-
tively, due to their wide appearance in diverse networks as
building blocks. In this work, following the conventional
setting (Tsourakakis, Pachocki, and Mitzenmacher 2017;

I({v1,v2,v3},{(v1,v2),(v1,v3),(v2,v3)}) 
I({v2,v3,v4},{(v2,v3),(v2,v4),(v3,v4)}) 
I({v3,v4,v5},{(v3,v4),(v3,v5),(v4,v5)}) 
I({v6,v7,v8},{(v6,v7),(v6,v8),(v7,v8)}) 
I({v6,v7,v9},{(v6,v7),(v6,v9),(v7,v9)}) 

1

2

4 5

3

76

8 9

Original network Hypergraph

3-node triangle motif

Motif instances

1

2

4 5

3

76

8 9

4

10 10

5

Figure 1: Illustration of the 3-node triangle motif and the
corresponding hypergraph. For clarity, the five motif in-
stances are also listed. The hypergraph is fragmented into
two connected components and one isolated node, as plot-
ted in red, blue and black respectively.

Li et al. 2019b), we focus on the 3-node triangle motif, but
our technique can be easily extended to other motifs as well.

After identifying the motif, all the motif instances are
searched from the network to form a motif instance set,
which is formally defined as follows.
Definition 2 (Motif Instance) The motif instance
I({vx1

, . . . , vxp
}, {ey1

, . . . , eyq
}) is a specific appearance

of motif M in the network. That is, |{vx1
, . . . , vxp

}| = |VM|
and the edge set {ey1 , . . . , eyq} has the same topological
structure as EM.
Definition 3 (Motif Instance Set) The motif instance set
M = {I1, . . . , Im̄} consists of all the motif instances ap-
pearing in the network. That is, Ii, ∀i = 1, . . . , m̄ is a motif
instance defined in Definition 2.

Figure 1 plots the 3-node triangle motif instance set found
in a network consisting of 10 nodes. In this example, the
five motif instances construct a hypergraph, in which the
nodes are the same as the original network but the edge rep-
resents the number of motif instances simultaneously con-
taining the two ending nodes. From the figure, we can see
that, the hypergraph is fragmented into two connected com-
ponents and one isolated node due to the reason that only the
motif instances are utilized without considering the lower-
order connectivity pattern (i.e. edges). Although this sim-
ple illustration looks like that the fragmentation of hyper-
graph is a good partition of the original network, it is not
true in larger networks. As illustrated in (Li et al. 2019b),
for a real-world connected network, the hypergraph is of-
ten fragmented into several connected components with var-
ious sizes and a large number of isolated nodes. Obviously,
it is not suitable to directly use such fragmented hypergraph
for higher-order community detection, since it would result
in the over-partitioning of the original network. Unfortu-
nately, such hypergraph fragmentation issue is often ignored
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in the existing higher-order approaches. The main reason for
the hypergraph fragmentation issue is that, only the higher-
order connectivity pattern is utilized, which may be much
sparser than the original lower-order connectivity pattern
(i.e. edges). Therefore, some fragmentations would appear
in the case of missing higher-order connection.

Although an edge enhancement approach was developed
for addressing this issue (Li et al. 2019b), adding addi-
tional edges may corrupt the original lower-order connec-
tivity pattern. To our best knowledge, there is still a lack
of approaches designed for effectively leveraging both of
the lower-order connectivity pattern and the higher-order
connectivity pattern. To this end, in this paper, we propose
a novel community detection problem called hybrid-order
community detection, which is formally defined as follows.

Definition 4 (Hybrid-order Community Detection)
Hybrid-order community detection aims to discover com-
munity structure by leveraging not only the lower-order
connectivity pattern but also the higher-order connectivity
pattern.

The Proposed Approach

In this section, we will describe the Micro-unit Modularity
(MuMod) approach for hybrid-order community detection.

Micro-unit Connection Network Construction

To simultaneously leverage the lower-order connectivity
pattern and the higher-order connectivity pattern, both of the
motif instances and the edges should be considered during
the community detection. A naive approach is to directly de-
sign a weighted similarity matrix with each entry represent-
ing the sum of the corresponding entries from the original
adjacency matrix and the hypergraph similarity matrix. And
then, based on the weighted similarity matrix, some existing
similarity based community detection approaches can be ap-
plied, such as spectral clustering (Shi and Malik 2000) and
modularity (Newman 2006). However, directly integrating
the original adjacency matrix and the hypergraph similarity
matrix would result in the replication of some edges, which,
like the edge enhancement strategy (Li et al. 2019b), may
corrupt the underlying community structure.

To this end, we propose a novel concept called micro-unit,
which effectively encodes both of the lower-order connectiv-
ity pattern and the higher-order connectivity pattern.
Definition 5 (Micro-unit) A micro-unit u is defined as ei-
ther a motif instance or an edge that is not contained in any
motif instance. And the node set and the edge set of a micro-
unit u are denoted as Vu and Eu respectively.

1. If a micro-unit u is a motif instance, then
u = I({vx1 , . . . , vxp}, {ey1 , . . . , eyq}) with
Vu = {vx1 , . . . , vxp} and Eu = {ey1 , . . . , eyq}
respectively.

2. If a micro-unit u is an edge, then u = {{vi′ , vi′′}, {ei}}
with Vu = {vi′ , vi′′} and Eu = {ei}, where vi′ and vi′′
are the two ending nodes of ei in the original network.

Based on the concept of micro-unit, the micro-unit con-
nection can be formally defined as follows.

Type I: (ui, uj) 
ui: Motif instance 
uj: Motif instance 
Aij=2/4=1/2 

Type II: (ui, uj) 
ui: Motif instance 
uj: Motif instance 
Aij=1/5 

Type III: (ui, uj) 
ui: Motif instance 
uj: Edge 
Aij=1/4 

Type IV: (ui, uj) 
ui: Edge 
uj: Edge 
Aij=1/3 

Figure 2: Illustration of all the possible types of micro-unit
connections in the case of 3-node triangle motif. Notice that
in Case I and Case II, although the two micro-units are mo-
tif instances, different connecting manners lead to different
connection strengths.

Definition 6 (Micro-unit Connection) Two micro-units
are connected if they share at least one common nodes. Let
ui and uj denote two micro-units, their connection strength
is defined as the Jaccard similarity of their node sets

Sim(ui, uj) =
|Vui

⋂Vuj |
|Vui

⋃Vuj | . (2)

Notice that, although the Jaccard similarity is adopted for
measuring the connection strength in Definition 6, other sim-
ilarity measures can be adopted for measuring the connec-
tion strength of two micro-units. For instance, in the case
of non-isomorphic motifs (e.g. a 4-node motif consisting of
5 edges), different nodes should be emphasized differently.
Nevertheless, our technique can be easily extended to other
scenarios.

As a simple example, Figure 2 illustrates all the possible
types of micro-unit connections in the case of 3-node tri-
angle motif. From the figure, it is clear that, in the case of
3-node triangle motif, the micro-unit connection strengths
take values only from the set { 1

5 ,
1
4 ,

1
3 ,

1
2}.

Based on the micro-units and micro-unit connections, a
micro-unit connection network can be constructed, where
the micro-units are regarded as nodes and the micro-unit
connections are regarded as weighted edges.
Definition 7 (Micro-unit Connection Network) A micro-
unit connection network is a network where the micro-
units are regarded as nodes and the micro-unit connec-
tions are regarded as edges. In particular, the topological
structure is represented by the micro-unit connection ma-
trix A ∈ R

|{u}|×|{u}|, where |{u}| denotes the number of
micro-units. Each Aij denotes the micro-unit connection of
micro-units ui and uj , i �= j, i.e.

Aij =

{
Sim(ui, uj), if ui and uj are connected
0, otherwise

(3)

Hereafter, we will use A to denote the micro-unit connec-
tion network. For illustration purpose, Figure 3 plots all the
micro-units and the micro-unit connection matrix obtained
from the original network shown in Figure 1. It is obvi-
ous that both of the lower-order connectivity pattern and the
higher-order connectivity pattern of the original network are
encoded in the micro-unit connection network. Compared
with the hypergraph constructed by only the higher-order
connectivity pattern, the micro-unit connection network is
able to overcome the hypergraph fragmentation issue.
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0        1/4      1/4     1/4     1/4     1/3     0        0        0        0       0        0 
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0         0        0        0        1/4     0        0        1/3     0        0       1/3     0

A=
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0
0
0
0
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/3 

0

/3

Micro-unit connection matrix

10

Figure 3: Illustration of all the micro-units and the micro-
unit connection matrix obtained from the original network
shown in Figure 1.

Notice that different from the original network, the nodes
in the micro-unit connection network are micro-units rather
than the original singleton nodes. Based on the micro-unit
connection network, the hybrid-order community detection
can be designed by partitioning the micro-unit connection
network into several micro-unit groups. From the micro-unit
groups, the original node-wise community structure can be
derived, i.e. nodes contained by one micro-unit group are
assigned to the same node-wise community. A byproduct
benefit of this approach is that the overlapping community
structure can be discovered, as will be elaborated later.

The Micro-unit Modularity Model

In order to partition the micro-unit connection network into
several disjoint micro-unit groups, denoted as S , inspired by
the classical modularity approach (Newman 2006), a micro-
unit modularity model is designed. The goal is to find the
intensively linked micro-unit groups. That is, for each group
s ∈ S , the sum of micro-unit connection strength in group
s should be as large as possible compared with the sum
of expected micro-unit connection strength in group s. The
micro-unit modularity is designed for measuring how well
the above goal is achieved,
Q ∝∑
s∈S

(
(sum of micro-unit connection strength in s)−

γ(sum of expected micro-unit connection strength in s)
)
(4)

where γ is a resolution parameter and the second term in-
volves a null model in the micro-unit connection network.

Similar to the classical modularity approach, we can con-
struct a randomly rewired micro-unit connection network

A′ from the micro-unit connection network A by randomly
rewiring the edges while keeping the same degree strength
distribution of micro-units. Notice that, different from the
null model in node-based networks, for each micro-unit,
the adjacent micro-units can be categorized into two types,
namely motif instances and edges. Therefore, for any two
micro-units ui and uj , the expected micro-unit connection
strength has the following four cases.

1. Case I: If both ui and uj are motif instances, their ex-
pected micro-unit connection strength A′

ij is defined as

A′
ij =

dMM
i · dMM

j

2μMM
(5)

where dMM
i (resp. dMM

j ) denotes the sum of connection
strength of the adjacent motif instances of ui (resp. uj)
and μMM = 1

2

∑
i d

MM
i .

2. Case II: If both ui and uj are edges, their expected
micro-unit connection strength A′

ij is defined as

A′
ij =

dEE
i · dEE

j

2μEE
(6)

where dEE
i (resp. dEE

j ) denotes the sum of connection
strength of the adjacent edges of ui (resp. uj) and μEE =
1
2

∑
i d

EE
i .

3. Case III: If ui is a motif instance but uj is an edge, their
expected micro-unit connection strength A′

ij is defined as

A′
ij =

dME
i · dEM

j

2μME
(7)

where dME
i denotes the sum of connection strength of the

adjacent edges of ui, dEM
j denotes the sum of connec-

tion strength of the adjacent motif instances of uj , and
μME = 1

2

∑
i d

ME
i = 1

2

∑
j d

EM
j .

4. Case IV: The fourth case is similar to Case III.

Notice that, in the above four cases, the expected micro-unit
connection strength A′

ij relies on the types of the micro-units
ui and uj . In particular, it is not suitable to enumerate all ad-
jacent micro-units when computing the expected micro-unit
connection strength. For instance, in Case I, since both ui

and uj are motif instances, the expected connection strength
of ui and uj measures the expected strength of ui connecting
with uj among all adjacent motif instances, which should
not take into account the adjacent edges of ui and uj . There-
fore, only dMM

i is considered rather than (dMM
i + dME

i ).
Similarly for the remaining cases.

According to the above discussion, Eq. (4) can be ex-
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panded as

Q =
1

2μ

∑
s∈S

∑
ui∈s

∑
uj∈s

(
Aij

− γ

(
�(ui ∈ M, uj ∈ M)

dMM
i · dMM

j

2μMM

+ �(ui ∈ E , uj ∈ E)d
EE
i · dEE

j

2μEE

+ �(ui ∈ M, uj ∈ E)d
ME
i · dEM

j

2μME

+ �(ui ∈ E , uj ∈ M)
dEM
i · dME

j

2μME

))
(8)

where �(x, y) = 1 if both x and y are true, and 0 otherwise,
and μ = 1

2

∑|{u}|
i,j=1 Aij .

To further simplify the notation of the above equa-
tion, we introduce the micro-unit modularity matrix B ∈
R

|{u}|×|{u}| with |{u}| being the number of micro-units,

Bij = Aij − γ

(
�(ui ∈ M, uj ∈ M)

dMM
i · dMM

j

2μMM

+ �(ui ∈ E , uj ∈ E)d
EE
i · dEE

j

2μEE

+ �(ui ∈ M, uj ∈ E)d
ME
i · dEM

j

2μME

+ �(ui ∈ E , uj ∈ M)
dEM
i · dME

j

2μME

)
(9)

In addition, let gi, ∀i = 1, . . . , |{u}| denote the group label
of micro-unit ui. Eq. (8) can be written as

Q =
1

2μ

|{u}|∑
i,j=1

Bijδ(gi, gj) (10)

where δ(x, y) is the Kronecker delta, i.e. δ(x, y) = 1 if x =
y and 0 otherwise.

Similar to the classical modularity measure, finding inten-
sively linked micro-unit groups requires finding the group
labels of micro-units gi, ∀i = 1, . . . , |{u}| by maximizing
Eq. (10), which can be solved by the “generalized Louvain”
approach (Jeub et al. 2011 2017). Notice that, the number of
micro-unit groups k is automatically estimated by the “gen-
eralized Louvain” approach, i.e. the optimal k is set to be the
number in which the maximum value of Q is achieved.

Algorithm Summary and Analysis

Based on the group labels of micro-units gi, ∀i =
1, . . . , |{u}|, the community structure of the nodes in the
original network can be derived, which is denoted by
{C1, . . . , Ck}, where k is the number of micro-unit groups,
which is also the number of the predicted communities of
the original network. In particular, all the nodes contained

Algorithm 1 MuMod

Require: Network G = {V , E}, resolution parameter γ.
1: Discover motif by Definition 1.
2: Find the micro-unit set {u} by Definition 5.
3: Construct the micro-unit connection network A by Def-

inition 7.
4: Construct the micro-unit modularity matrix B by

Eq. (9).
5: Obtain the group labels of micro-units gi, ∀i =

1, . . . , |{u}| by maximizing Eq. (10) via the “general-
ized Louvain” approach.

6: Convert the group labels of micro-units gi, ∀i =
1, . . . , |{u}| into the final communities {C1, . . . , Ck} by
Eq. (11).

Ensure: Communities {C1, . . . , Ck}.

by the micro-units ui belonging to the micro-unit group c,
i.e. gi = c, are assigned to community Cc. That is,

Cc = {vi′ |vi′ ∈ Vui , s.t. gi = c}, ∀c = 1, . . . , k. (11)

For clarity, Algorithm 1 summarizes the main procedure
of the proposed Micro-unit Modularity (MuMod) approach
for hybrid-order community detection.

Compared with the existing lower-order community de-
tection approaches, one advantage of MuMod is that the
higher-order connectivity pattern is leveraged. On the other
hand, compared with the existing higher-order community
detection approaches, MuMod is able to address the hy-
pergraph fragmentation issue by leveraging the lower-order
connectivity pattern.

Another distinguishing merit is that, MuMod is able
to capture the overlapping community structure. That is,
when converting the group labels of micro-units gi, ∀i =
1, . . . , |{u}| into the final communities {C1, . . . , Ck} by
Eq. (11), it is possible that one original singleton node vi′
may be contained by more than one micro-units belong-
ing to different micro-unit groups. That is, ∃vi′ , s.t. vi′ ∈
Vui1 , vi′ ∈ Vui2 , ui1 �= ui2 , gi1 �= gi2 . Different from the
existing overlapping community detection approaches, Mu-
Mod does not encounter the ambiguity issue of overlapping
communities, which is usually suffered by the existing ap-
proaches. For instance, the community membership strength
matrix based approaches need to carefully tune some thresh-
old to determine whether one node should be assigned to
one community according to the community membership
strength (Yang and Leskovec 2013; Huang, Wang, and Chao
2018b).

Experiments

Experimental Settings

Testing Datasets Five widely used real-world datasets are
adopted as the testing datasets.
1. Polbooks1: A network of books about US politics con-

sisting of 105 nodes and 441 edges, where nodes repre-
sent books and edges represent frequent co-purchasing of
books by the same buyers. The 105 nodes are classified
into 3 classes.
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Figure 4: Parameter analysis on the effect of the resolution parameter γ on the performance of the proposed MuMod method.

2. Email-Eu-core2: An email network of communication
between institution members consisting of 1005 nodes
and 25571 edges, which is generated using email data
from a large European research institution. The 1005
nodes are classified into 42 classes.

3. Polblogs1: A network of hyperlinks between weblogs on
US politics consisting of 1490 nodes and 19090 edges,
which is recorded in 2005. The 1490 nodes are classified
into 2 classes.

4. Cora3: A citation network of scientific publications con-
sisting of 2708 nodes and 5429 edges. The nodes are ma-
chine learning papers that can be classified into 7 classes.

5. DBLP4: A subset of the DBLP data. It consists of 11
premier research conferences in the fields of “DM&DB”,
“AI&ML” and “CV&PR” from 2001 to 2011, which are
KDD, ICDE, ICDM, VLDB, SIGMOD, AAAI, IJCAI,
ICML, NIPS, CVPR, ICCV and ECCV. It models co-
author relationship between authors, where each node
represents an author and each edge presents a co-author
relationship between authors. Only those authors having
no less than 5 papers published in these conferences from
2001 to 2011 were selected. There are overall 2554 nodes
and 9963 edges. The nodes are classified into 3 overlap-
ping communities according to the main fields of the pub-
lished papers.

Comparison Methods Both of the lower-order commu-
nity detection approaches and the higher-order community
detection approaches are utilized as baselines.

The following four lower-order approaches are adopted.

1. Modularity (Mod) (Newman 2006): It utilizes the “gener-
alized Louvain” approach for maximizing the modularity
measure.

2. Spectral clustering based on normalized cut (Ncut) (Shi
and Malik 2000): It uses the spectral graph theory for
minimizing the normalized cut measure.

1http://www-personal.umich.edu/∼mejn/netdata/
2http://snap.stanford.edu/data/
3http://linqs.cs.umd.edu/projects/projects/lbc/
4http://dblp.uni-trier.de/

3. Affinity propagation (AP) (Frey and Dueck 2007): It uses
the classical affinity propagation algorithm for generating
cluster labels.

4. Spectral clustering based on conductance (Cond) (Scha-
effer 2007): It uses the spectral graph theory for minimiz-
ing the conductance measure.

The input of the above four lower-order approaches is
the adjacency matrix of the original network. For each
lower-order approach, a corresponding higher-order vari-
ant can be obtained and compared by taking as input
the motif adjacency matrix rather than the original adja-
cency matrix. For instance, as described in (Benson, Gle-
ich, and Leskovec 2016), by adopting the motif adjacency
matrix as input to the classical conductance method, the
Motif-Conductance (Motif-Cond) method can be obtained.
Therefore, four motif-based higher-order approaches can be
obtained, namely Motif-Mod, Motif-Ncut, Motif-AP and
Motif-Cond. In addition, the recently developed edge en-
hancement method is adopted to construct the adjacency ma-
trix, called EdMot (Li et al. 2019b), which is taken as in-
put to the above four lower-order approaches, resulting in
another type of higher-order approaches, namely EdMot-
Mod, EdMot-Ncut, EdMot-AP and EdMot-Cond. For the
above twelve comparison methods, the parameters are tuned
as suggested by the original authors. In particular, for the
higher-order approaches, like MuMod, the same 3-node tri-
angle motif is adopted.

Evaluation Measures The three evaluation measures
adopted in this paper include Normalized Mutual Informa-
tion (NMI), F1-score and Omega Index. NMI is an infor-
mation theory based evaluation measure for comparing the
predicted communities and the ground-truth communities.
Refer to (Strehl and Ghosh 2002) for details. F1-score is
computed based on the mapping of the predicted communi-
ties and the ground-truth communities. Omega Index is suit-
able for measuring the quality of the overlapping community
structure, which estimates the number of communities that
each pair of nodes shares. For F1-score and Omega Index,
refer to (Yang and Leskovec 2013) for details. For all the
three measures, a higher value indicates better performance.
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Figure 5: Comparison results with the twelve existing methods on the five real-world networks.

Parameter Analysis

In this section, parameter analysis will be conducted to
show how the resolution parameter γ would affect the
performance of MuMod. To this end, on each of the
five testing networks, we run MuMod by setting γ ∈
{0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2} and report the perfor-
mance in terms of NMI, F1-score and Omega Index. The re-
sults are shown in Figure 4. From the figure, we can see that
in general MuMod is relatively stable in the testing range
of γ. In particular, when setting γ as 1 and 1.25, the best re-
sults can be obtained, which coincides with the studies in the
previous work (Newman 2006; Mucha et al. 2010). Follow-
ing (Mucha et al. 2010), we will set the resolution parameter
γ as 1 in the following experiments.

Comparison Results

In this section, comparison experiments will be conducted to
compare MuMod with the twelve methods, including four
lower-order approaches and their eight higher-order vari-
ants. Comparison results in terms of NMI, F1-score and
Omega Index are reported in Figure 5. From the figure, we
can see that in general, compared with the lower-order ap-
proaches, the higher-order variants obtain much better re-
sults. In general, more than 10% improvements in terms
of NMI have been achieved by the eight higher-order vari-
ants over the four lower-order approaches. This has con-
firmed the benefit of leveraging the higher-order connec-
tivity pattern in community detection. However, in some
cases, the higher-order approaches are not as good as the
lower-order approaches. For instance, in the Cora network,
the two motif-based higher-order approaches, namely Motif-
Ncut and Motif-Cond, obtain the NMI values that are much
smaller than their lower-order counterparts, namely Ncut
and Cond. This is mainly caused by the hypergraph fragmen-
tation issue (Li et al. 2019b), which results in the community
structure consisting of a large number of over-segmented
communities. Although the recent edge-enhancement based
approaches, namely EdMot based variants, can reduce the
impact caused by the hypergraph fragmentation issue and
improve the performance in most cases compared with both
of the original lower-order methods and the motif-based
higher-order methods. However, adding additional edges
would destroy the lower-order connectivity pattern, which

makes the edge enhancement based approaches fail to gen-
erate better results in some networks, e.g. Email-Eu-core and
Polblogs.

As a comparison, MuMod generates the best results in
terms of NMI, F1-score and Omega Index on all the testing
datasets. In particular, at least 15% improvement in terms
of NMI has been obtained. Similar quantity analysis can be
made in terms of F1-score and Omega Index. The main rea-
son lies in that MuMod makes full use of both of the lower-
order connectivity pattern and the higher-order connectivity
pattern by means of the micro-unit connection. Therefore, it
can effectively address the hypergraph fragmentation issue
without destroying the lower-order connectivity pattern. In
addition, MuMod has the capability of capturing the over-
lapping community structure, which can be especially re-
flected from the values of Omega Index on DBLP.

Conclusion

In this paper, we have defined a new community de-
tection problem called hybrid-order community detection
and proposed a new Micro-unit Modularity (MuMod) ap-
proach. Different from the existing community detection ap-
proaches, both of the lower-order connectivity pattern and
the higher-order connectivity pattern are utilized by means
of constructing a micro-unit connection network. A micro-
unit modularity model is designed for generating the micro-
unit groups, based on which the overlapping community
structure of the original network is derived. Experiments
have confirmed the effectiveness of the proposed method.
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