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Abstract

Developing classification methods with high accuracy that
also avoid unfair treatment of different groups has become
increasingly important for data-driven decision making in
social applications. Many existing methods enforce fairness
constraints on a selected classifier (e.g., logistic regression)
by directly forming constrained optimizations. We instead re-
derive a new classifier from the first principles of distributional
robustness that incorporates fairness criteria into a worst-case
logarithmic loss minimization. This construction takes the
form of a minimax game and produces a parametric exponen-
tial family conditional distribution that resembles truncated
logistic regression. We present the theoretical benefits of our
approach in terms of its convexity and asymptotic convergence.
We then demonstrate the practical advantages of our approach
on three benchmark fairness datasets.

Introduction

Though maximizing accuracy has been the principal objec-
tive for classification tasks, competing priorities are also
often of key concern in practice. Fairness properties that
guarantee equivalent treatment to different groups in various
ways are a prime example. These may be desirable—or even
legally required—when making admissions decisions for uni-
versities (Chang 2006; Kabakchieva 2013), employment and
promotion decisions for organizations (Lohr 2013), medi-
cal decisions for hospitals and insurers (Shipp et al. 2002;
Obermeyer and Emanuel 2016), sentencing guidelines within
the judicial system (Moses and Chan 2014; O’Neil 2016),
loan decisions for the financial industry (Shaw and Gentry
1988; Carter and Catlett 1987) and in many other applica-
tions. Group fairness criteria generally partition the popula-
tion based on a protected attribute into groups and mandate
equal treatment of members across groups based on some
defined statistical measures. We focus on three prevalent
group fairness measures in this paper: demographic parity
(Calders, Kamiran, and Pechenizkiy 2009), equalized odds,
and equalized opportunity (Hardt, Price, and Srebro 2016).
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Techniques for constructing predictors with group fair-
ness properties can be categorized into pre-, post-, and in-
processing methods. Pre-processing methods use reweight-
ing and relabeling (Kamiran and Calders 2012; Krasanakis
et al. 2018) or other transformations of input data (Cal-
mon et al. 2017; Zemel et al. 2013; Feldman et al. 2015;
Del Barrio et al. 2018; Donini et al. 2018; Zhang, Wu,
and Wu 2018) to remove unfair dependencies with pro-
tected attributes. Post-processing methods adjust the class
labels (or label distributions) provided from black box
classifiers to satisfy desired fairness criteria (Hardt, Price,
and Srebro 2016; Pleiss et al. 2017; Hacker and Wiede-
mann 2017). In-processing methods integrate fairness cri-
teria into the optimization procedure of the classifier with
constraints/penalties (Donini et al. 2018; Zafar et al. 2017c;
2017a; 2017b; Cotter et al. 2018; Goel, Yaghini, and Falt-
ings 2018; Woodworth et al. 2017; Kamishima, Akaho,
and Sakuma 2011; Bechavod and Ligett 2017; Quadrianto
and Sharmanska 2017), meta-algorithms (Celis et al. 2019;
Menon and Williamson 2018), reduction-based methods
(Agarwal et al. 2018), or generative-adversarial training
(Madras et al. 2018; Zhang, Lemoine, and Mitchell 2018;
Celis and Keswani 2019; Xu et al. 2018; Adel et al. 2019).

Unlike many existing methods that directly form a con-
strained optimization from base classifiers, we take a step
back and re-derive prediction from the underlying formu-
lation of logistic regression. Working from the first prin-
ciples of distributionally robust estimation (Topsøe 1979;
Grünwald and Dawid 2004; Delage and Ye 2010), we incor-
porate fairness constraints into the formulation of the predic-
tor. We pose predictor selection as a minimax game between
a predictor that is fair on a training sample and a worst-
case approximator of the training data labels that maintains
some statistical properties of the training sample. Like post-
processing methods, our approach reshapes its predictions
for each group to satisfy fairness requirements. However, our
approach is inherently an in-process method that jointly opti-
mizes this fairness transformation and linear feature-based
parameters for an exponential family distribution that can be
viewed as truncated logistic regression. Our method assumes
group membership attributes are given at training and testing
time, which matches many real-world applications. We leave

5511



the extension of our approach to settings with inferred group
attributes as future work.

Our method reduces to a convex optimization problem with
a unique solution for resolving unfairness between groups
that asymptotically minimizes the KL divergence from the
true distribution. In contrast, many existing methods are sus-
ceptible to the local optima of non-convex optimization or to
the approximation error from relaxations (Zafar et al. 2017a;
2017c; Cotter et al. 2018; Woodworth et al. 2017; Kamishima,
Akaho, and Sakuma 2011; Bechavod and Ligett 2017;
Quadrianto and Sharmanska 2017), do not have unique solu-
tions for ensuring fairness (Hardt, Price, and Srebro 2016), or
produce mixtures of predictors (Agarwal et al. 2018) rather
than a single coherent predictor. For fairness criteria that in-
clude the true label (e.g., equalized opportunity, equalized
odds), we introduce a method for making predictions from
label-conditioned distributions and establish desirable asymp-
totic properties. We demonstrate the practical advantages of
our approach compared to existing fair classification methods
on benchmark data-driven decision tasks.

Background

Measures of fairness for decision making

Several useful measures have been proposed to quantitatively
assess fairness in decision making. Though our approach
can be applied to a wider range of fairness constraints, we
focus on three prominent ones: Demographic Parity (Calders,
Kamiran, and Pechenizkiy 2009), Equality of Opportunity
(Hardt, Price, and Srebro 2016) and Equality of Odds (Hardt,
Price, and Srebro 2016). These are defined for binary deci-
sion settings with examples drawn from a population distribu-
tion, (X, A, Y ) ∼ P , with P̃ (x, a, y) denoting this empirical
sample distribution, {xi, ai, yi}i=1:n. Here, y = 1 is the “ad-
vantaged” class for positive decisions. Each example also
possesses a protected attribute a ∈ {0, 1} that defines mem-
bership in one of two groups. The general decision task is to
construct a probabilistic prediction, P(ŷ|x, a) over the deci-
sion variable ŷ ∈ {0, 1} given input x ∈ X and training data
P̃ (x, a, y). We similarly notate an adversarial conditional
distribution that approximates the labels as Q. P and Q are
the key objects being optimized in our formulation.

Fairness requires treating the different groups equivalently
in various ways. Unfortunately, the naı̈ve approach of exclud-
ing the protected attribute from the decision function, e.g.,
restricting to P(ŷ|x), does not guarantee fairness because the
protected attribute a may still be inferred from x (Dwork et
al. 2012). Instead of imposing constraints on the predictor’s
inputs, definitions of fairness require statistical properties on
its decisions to hold.
Definition 1. A classifier satisfies DEMOGRAPHIC PARITY

(D.P.) if the output variable Ŷ is statistically independent
of the protected attribute A: P (Ŷ = 1|A = a) = P (Ŷ =
1), ∀a ∈ {0, 1}.
Definition 2. A classifier satisfies EQUALIZED ODDS

(E.ODD.) if the output variable Ŷ is conditionally indepen-
dent of the protected attribute A given the true label Y :
P (Ŷ =1|A=a, Y =y) = P (Ŷ =1|Y =y), ∀y, a ∈ {0, 1}.

Definition 3. A classifier satisfies EQUALIZED OPPOR-
TUNITY (E.OPP.) if the output variable Ŷ and protected
attribute A are conditionally independent given Y = 1:
P (Ŷ =1|A=a, Y =1) = P (Ŷ =1|Y =1), ∀a ∈ {0, 1}.

The sets of decision functions P satisfying these fairness
constraints are convex and can be defined using linear con-
straints (Agarwal et al. 2018). The general form for these
constraints is:

Γ :
{
P | 1

pγ1
E

˜P (x,a,y)
P(ŷ|x,a,y)

[I(Ŷ =1 ∧ γ1(A, Y ))]

= 1
pγ0

E
˜P (x,a,y)

P(ŷ|x,a,y)
[I(Ŷ =1 ∧ γ0(A, Y ))]

}
, (1)

where γ1 and γ0 denote some combination of group mem-
bership and ground-truth class for each example, while pγ1

and pγ0
denote the empirical frequencies of γ1 and γ0:

pγi
= E

˜P (a,y)[γi(A, Y )]. We specify γ1 and γ0 in (1) for
fairness constraints (Definitions 1, 2, and 3) as:

Γdp ⇐⇒ γj(A, Y ) = I(A = j); (2)
Γe.opp ⇐⇒ γj(A, Y ) = I(A = j ∧ Y = 1); (3)

Γe.odd ⇐⇒ γj(A, Y ) =

[
I(A = j ∧ Y = 1)
I(A = j ∧ Y = 0)

]
. (4)

Robust log-loss minimization, maximum entropy,
and logistic regression

The logarithmic loss, −∑
x,y P (x, y) logP(y|x), is an

information-theoretic measure of the expected amount of
“surprise” (in bits for log2) that the predictor, P(y|x), expe-
riences when encountering labels y distributed according to
P (x, y). Robust minimization of the logarithmic loss serves a
fundamental role in constructing exponential probability dis-
tributions (e.g., Gaussian, Laplacian, Beta, Gamma, Bernoulli
(Lisman and Zuylen 1972)) and predictors (Manning and
Klein 2003). For conditional probabilities, it is equivalent to
maximizing the conditional entropy (Jaynes 1957):

min
P(ŷ|x)∈Δ

max
Q(ŷ|x)∈Δ∩Ξ

−
∑
x,ŷ

P̃ (x)Q(ŷ|x) log P(ŷ|x) (5)

= max
P(ŷ|x)∈Ξ

−
∑
x,ŷ

P̃ (x)P(ŷ|x) log P(ŷ|x) = max
P(ŷ|x)∈Ξ

H(Ŷ |X),

after simplifications based on the fact that the saddle point
solution is P = Q. When the loss maximizer Q is constrained
to match the statistics of training data (specified using vector-
valued feature function φ),

Ξ :
{
Q | E

˜P (x);Q(ŷ|x)[φ(X, Ŷ )] = E
˜P (x,y) [φ(X, Y )]

}
,

(6)

the robust log loss minimizer/maximum entropy predic-
tor (Eq. (5)) is the logistic regression model, P (y|x) ∝
eθ

Tφ(x,y), with θ estimated by maximizing data likelihood
(Manning and Klein 2003). While this distribution technically
needs to only be defined at input values in which training data
exists (i.e., P̃ (x) > 0), we employ an inductive assumption
that generalizes the form of the distribution to other inputs.
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This formulation has been leveraged to provide robust
predictions under covariate shift (i.e., difference in training
and testing distributions) (Liu and Ziebart 2014) and for
constructing consistent predictors for multiclass classifica-
tions (Fathony et al. 2018a) and graphical models (Fathony
et al. 2018b). Our approach similarly extends this funda-
mental formulation by imposing fairness constraints on P.
However, since the fairness constraints and statistic-matching
constraints are often not fully compatible (i.e., Γ 	⊆ Ξ), the
saddle point solution is no longer simple (i.e., P 	= Q).

Formulation and Algorithms

Given fairness requirements for a predictor (Eq. (1)) and par-
tial knowledge of the population distribution provided by a
training sample (Eq. (6)), how should a fair predictor be con-
structed? Like all inductive reasoning, good performance on
a known training sample does not ensure good performance
on the unknown population distribution. We take a robust
estimation perspective by seeking the best solution for the
worst-case population distribution under these constraints.

Robust and fair log loss minimization

We formulate the robust fair predictor’s construction as a min-
imax game between the predictor and a worst-case approxi-
mator of the population distribution. We assume the availabil-
ity of a set of training samples, {(xi, ai, yi)}i=1:n, which we
equivalently denote by probability distribution P̃ (x, a, y).
Definition 4. The Fair Robust Log-Loss Predictor, P, min-
imizes the worst-case log loss—as chosen by approximator
Q constrained to reflect training statistics (denoted by set Ξ
of Eq. (6))—while providing empirical fairness guarantees1

(denoted by set Γ of Eq. (1)):

min
P∈Δ∩Γ

max
Q∈Δ∩Ξ

E
˜P (x,a,y)

Q(ŷ|x,a,y)

[
− logP(Ŷ |X, A, Y )

]
. (7)

Though conditioning the decision variable Ŷ on the true
label Y would appear to introduce a trivial solution (Ŷ = Y ),
instead, Y only influences Ŷ based on fairness properties due
to the robust predictor’s construction. Note that if the fairness
constraints do not relate Y and Ŷ , the resulting distribution
is conditionally independent (i.e., P(Ŷ |X, A, Y = 0) =

P(Ŷ |X, A, Y = 1)), and when all fairness constraints are
removed, this formulation reduces to the familiar logistic
regression model (Manning and Klein 2003). Conveniently,
this saddle point problem is convex-concave in P and Q with
additional convex constraints (Γ and Ξ) on each distribution.

Parametric Distribution Form

By leveraging strong minimax duality in the “log-loss game”
(Topsøe 1979; Grünwald and Dawid 2004) and strong La-
grangian duality (Boyd and Vandenberghe 2004), we derive
the parametric form of our predictor.2

1Δ is the set of conditional probability simplexes (i.e.,
P(y|x, a) ≥ 0,

∑
y′ P(y

′|x, a) = 1, ∀x, y, a).
2The proofs of Theorem 1 and other theorems in the paper are

available in the supplementary material.

Theorem 1. The Fair Robust Log-Loss Predictor (Defini-
tion 4) has equivalent dual formulation:

min
θ

max
λ

1
n

∑
(x,a,y)∈D

{
EQθ,λ(ŷ|x,a,y)

[
− logPθ,λ(Ŷ |x, a, y)

]

+ θ�
(
EQθ,λ(ŷ|x,a,y)[φ(x, Ŷ )]− φ(x, y)

)
+ λ

(
1

pγ1
EPθ,λ(ŷ|x,a,y)[I(Ŷ =1 ∧ γ1(A, Y ))]

− 1
pγ0

EPθ,λ(ŷ|x,a,y)[I(Ŷ =1 ∧ γ0(A, Y ))]
)}

, (8)

with Lagrange multipliers θ and λ for moment matching
and fairness constraints, respectively, and n samples in the
dataset. The parametric distribution of P is:

Pθ,λ(ŷ = 1|x, a, y) = (9)⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

min
{
eθ

�φ(x,1)/Zθ(x),
pγ1

λ

}
if γ1(a, y) ∧ λ > 0

max
{
eθ

�φ(x,1)/Zθ(x), 1− pγ0

λ

}
if γ0(a, y) ∧ λ > 0

max
{
eθ

�φ(x,1)/Zθ(x), 1+
pγ1

λ

}
if γ1(a, y) ∧ λ < 0

min
{
eθ

�φ(x,1)/Zθ(x),−pγ0

λ

}
if γ0(a, y) ∧ λ < 0

eθ
�φ(x,1)/Zθ(x) otherwise,

where Zθ(x) = eθ
�φ(x,1) + eθ

�φ(x,0) is the normalization
constant. The parametric distribution of Q is defined using
the following relationship with P:

Qθ,λ(ŷ = 1|x, a, y) = Pθ,λ(ŷ = 1|x, a, y)× (10)⎧⎪⎨
⎪⎩
(
1 + λ

pγ1
Pθ,λ(ŷ = 0|x, a, y)) if γ1(a, y)(

1− λ
pγ0

Pθ,λ(ŷ = 0|x, a, y)) if γ0(a, y)

1 otherwise.

Note that the predictor’s distribution is a member of the
exponential family that is similar to standard binary logistic
regression, but with the option to truncate the probability
based on the value of λ. The truncation of Pθ,λ(ŷ = 1|x, a, y)
is from above when 0 < pγ1

/λ < 1 and γ1(a, y) = 1, and
from below when −1 < pγ1/λ < 0 and γ1(a, y) = 1. The
approximator’s distribution is computed from the predictor’s
distribution using the quadratic function in Eq. (10), e.g., in
the case where γ1(a, y)=1:

Qθ,λ(ŷ = 1|x, a, y) = ρ(1+ λ
pγ1

(1−ρ)) = (1+ λ
pγ1

)ρ− λ
pγ1

ρ2,

where ρ � Pθ,λ(ŷ=1|x, a, y). Figure 1 illustrates the rela-
tionship between Pθ,λ(ŷ=1|x, a, y) and Qθ,λ(ŷ=1|x, a, y)
for decisions influencing the fairness of group one (i.e.,
γ1(a, y) = 1). When λ/pγ1

=0, the approximator’s proba-
bility is equal to the predictor’s probability as shown in the
plot as a straight line. Positive values of λ curve the function
upward (e.g., λ/pγ1 =1) as shown in the plot. For larger λ
(e.g., λ/pγ1 = 2), some of the valid predictor probabilities
(0 < P < 1) map to invalid approximator probabilities (i.e.,
Q ≥ 1) according to the quadratic function. In this case (e.g.,
λ/pγ1

= 2 and Pθ,λ(ŷ = 1|x, a, y) > 0.5), the predictor’s
probability is truncated to pγ1

/λ=0.5 according to Eq. (9).
Similarly, for negative λ, the curve is shifted downward and
the predictor’s probability is truncated when the quadratic
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Pθ(Ŷ = 1|x, a, y)
Figure 1: The relationship between predictor and approxima-
tor’s distributions, P and Q.

function mapping results in a negative value of Q. When
γ0(a, y) = 1, the reverse shifting is observed, i.e., shifting
downward when λ > 0 and shifting upward when λ < 0.

We contrast our reshaping function of the decision distri-
bution (Figure 1) with the post-processing method of Hardt,
Price, and Srebro (2016) shown in Figure 2. Here, we use
Q(Ŷ = 1|x, a) to represent the estimating distributions (the
approximator’s distribution in our method, and the standard
logistic regression in Hardt, Price, and Srebro (2016)) and
the post-processed predictions as P(Ŷ = 1|x, a). Both shift
the positive prediction rates of each group to provide fairness.
However, our approach provides a monotonic and paramet-
ric transformation, avoiding the criticisms that Hardt, Price,
and Srebro (2016)’s modification (flipping some decisions)
is partially random, creating an unrestricted hypothesis class
(Bechavod and Ligett 2017). Additionally, since our para-
metric reshaping function is learned within an in-processing
method, it avoids the noted suboptimalities that have been es-
tablished for certain population distributions when employing
post-processing alone (Woodworth et al. 2017).

Enforcing fairness constraints

The inner maximization in Eq. (8) finds the optimal λ that
enforces the fairness constraint. From the perspective of the
parametric distribution of P, this is equivalent to finding
threshold points (e.g., pγ1

/λ and 1− pγ0
/λ) in the min and

max function of Eq. (9) such that the expectation of the
truncated exponential probabilities of P in group γ1 match
the one in group γ0. Given the value of θ, we find the op-
timum λ∗ directly by finding the threshold points. We first
compute the exponential probabilities Pe(ŷ = 1|x, a, y) =
exp(θ�φ(x, 1))/Zθ(x) for each examples in γ1 and γ0. Let
E1 and E0 be the sets that contain Pe for group γ1 and γ0
respectively. Finding λ∗ given the sets E1 and E0 requires
sorting the probabilities for each set, and then iteratively find-

3https://github.com/gpleiss/equalized odds and calibration
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P(Ŷ = 1|x, a)
Figure 2: Post-processing correction3 of logistic regression
(Pleiss et al. 2017; Hardt, Price, and Srebro 2016) on the
COMPAS dataset.

ing the threshold points for both sets simultaneously. We refer
to the supplementary material for the detailed algorithm.

Learning

Our learning process seeks parameters θ, λ for our distri-
butions (Pθ,λ and Qθ,λ) that match the statistics of the ap-
proximator’s distribution with training data (θ) and provide
fairness (λ), as illustrated in Eq. (8). Using our algorithm
from the previous subsection to directly compute the best λ
given arbitrary values of θ, denoted λ∗

θ , the optimization of
Eq. (8) reduces to a simpler optimization solely over θ, as
described in Theorem 2.
Theorem 2. Given the optimum value of λ∗

θ for θ, the dual
formulation in Eq. (8) reduces to:

min
θ

1
n

∑
(x,a,y)∈D �θ,λ∗

θ
(x, a, y), where: (11)

�θ,λ∗(x, a, y) = −θ�φ(x, y)+⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

− log(
pγ1
λ∗
θ
) + θ�(φ(x, 1)) if γ1(a, y) ∧ T (x, θ) ∧ λ∗

θ > 0

− log(
pγ0
λ∗
θ
) + θ�(φ(x, 0)) if γ0(a, y) ∧ T (x, θ) ∧ λ∗

θ > 0

− log(− pγ1
λ∗
θ
) + θ�(φ(x, 0)) if γ1(a, y) ∧ T (x, θ) ∧ λ∗

θ < 0

− log(− pγ0
λ∗
θ
) + θ�(φ(x, 1)) if γ0(a, y) ∧ T (x, θ) ∧ λ∗

θ < 0

logZθ(x) otherwise.

Here, T (x, θ) � 1 if the exponential probability is truncated
(for example when eθ

�φ(x,1)/Zθ(x) > pγ1
/λ∗

θ , γ1(a, y) = 1,
and λ∗

θ > 0), and is 0 otherwise.

We present an important optimization property for our
objective function in the following theorem.

Theorem 3. The objective function in Theorem 2 (Eq. (11))
is convex with respect to θ.

To improve the generalizability of our parametric
model, we employ a standard L2 regularization technique
that is common for logistic regression models: θ∗ =
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argminθ
∑

(x,a,y)∈D �θ,λ∗
θ
(x, a, y)+ C

2 ‖θ‖22, where C is the
regularization constant. We employ a standard batch gradient
descent optimization algorithm (e.g., L-BFGS) to obtain a
solution for θ∗.4 We also compute the corresponding solution
for the inner optimization, λ∗

θ∗ , and then construct the op-
timal predictor and approximator’s parametric distributions
based on the values of θ∗ and λ∗

θ∗ .

Inference

In the inference step, we apply the optimal parametric pre-
dictor distribution Pθ∗,λ∗

θ∗ to new example inputs (x, a) in
the testing set. Given the value of θ∗ and λ∗

θ∗ , we calcu-
late the predictor’s distribution for our new data point using
Eq. (9). Note that the predictor’s parametric distribution also
depends on the group membership of the example. For fair-
ness constraints not based on the actual label Y , e.g., D.P.,
this parametric distribution can be directly applied to make
predictions. However, for fairness constraints that depend
on the true label, e.g., E.OPP. and E.ODD., we introduce a
prediction procedure that estimates the true label using the
approximator’s parametric distribution.

For fairness constraints that depend on the true label, our
algorithm outputs the predictor and approximator’s paramet-
ric distributions conditioned on the value of true label, i.e.,
P(ŷ|x, a, y) and Q(ŷ|x, a, y). Our goal is to produce the con-
ditional probability of ŷ that does not depend on the true
label, i.e., P(ŷ|x, a). We construct the following procedure to
estimate this probability. Based on the marginal probability
rule, P(ŷ|x, a) can be expressed as:

P(ŷ|x, a) = P(ŷ|x, a, y = 1)P (y = 1|x, a) (12)
+ P(ŷ|x, a, y = 0)P (y = 0|x, a).

However, since we do not have access to P (y|x, a), we can-
not directly apply this expression. Instead, we approximate
P (y|x, a) with the approximator’s distribution Q(ŷ|x, a). Us-
ing the similar marginal probability rule, we express the esti-
mate as:

Q(ŷ|x, a) ≈ Q(ŷ|x, a, y = 1)Q(ŷ = 1|x, a) (13)
+Q(ŷ|x, a, y = 0)Q(ŷ = 0|x, a).

By rearranging the terms above, we calculate the estimate as:

Q(ŷ=1|x, a)=Q(ŷ=1|x, a, y=0)/(Q(ŷ=0|x, a, y=1)

+Q(ŷ=1|x, a, y=0)), (14)

which is directly computed from the approximator’s para-
metric distribution produced by our model using Eq. (10).
Finally, to obtain the predictor’s conditional probability es-
timate (P(ŷ|x, a)), we replace P (y|x, a) in Eq. (12) with
Q(ŷ|x, a) calculated from Eq. (14).

Asymptotic convergence property

The ideal behavior of an algorithm is an important consider-
ation in its design. Asymptotic convergence properties con-
sider a learning algorithm when it is provided with access
to the population distribution P (x, a, y) and a fully expres-
sive feature representation. We show in Theorem 4 that in

4We refer the reader to the supplementary material for details.

the limit, our method finds a predictor distribution that has a
desirable characteristic in terms of the Kullback-Leibler (KL)
divergence from the true distribution.

Theorem 4. Given the population distribution P (x, a, y)
and a fully expressive feature representation, our formula-
tion (Def. 4) finds the fair predictor with the minimal KL-
divergence from P (x, a, y).

We next show in Theorem 5 that for the case where the
fairness constraint depends on the true label (e.g., E.OPP.
and E.ODD.), our prediction procedure outputs a predictor
distribution with the same desired characteristic, after being
marginalized over the true label.

Theorem 5. For fairness constraints that depend on the
true label, our inference procedure in Eq. (12) produces
the marginal predicting distribution P of the fair predictor
distribution with the closest KL-divergence to P (x, a, y) in
the limit.

Experiments

Illustrative behavior on synthetic data

We illustrate the key differences between our model and lo-
gistic regression with demographic parity requirements on
2D synthetic data in Figure 3. The predictive distribution
includes different truncated probabilities for each group: rais-
ing the minimum probability for group A = 1 and lowering
the maximum probability for group A = 0. This permits a
decision boundary that differs significantly from the logistic
regression decision boundary and better realizes the desired
fairness guarantees. In contrast, post-processing methods us-
ing logistic regression as the base classifier (Hardt, Price,
and Srebro 2016) are constrained to reshape the given unfair
logistic regression predictions without shifting the decision
boundary orientation, often leading to suboptimality (Wood-
worth et al. 2017).

Datasets

We evaluate our proposed algorithm on three benchmark
fairness datasets:
(1) The UCI Adult (Dheeru and Karra Taniskidou 2017)

dataset includes 45,222 samples with an income greater
than $50k considered to be a favorable binary outcome.
We choose gender as the protected attribute, leaving 11
other features for each example.

(2) The ProPublica’s COMPAS recidivism dataset (Larson
et al. 2016) contains 6,167 samples, and the task is to
predict the recidivism of an individual based on criminal
history, with the binary protected attribute being race
(white and non-white) and an additional nine features.

(3) The dataset from the Law School Admissions Council’s
National Longitudinal Bar Passage Study (Wightman
1998) has 20,649 examples. Here, the favorable outcome
for the individual is passing the bar exam, with race (re-
stricted to white and black only) as the protected attribute,
and 13 other features.
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Figure 3: Experimental results on a synthetic dataset with: a heatmap indicating the predictive probabilities of our approach,
along with decision and threshold boundaries; and the unfair logistic regression decision boundary.

Comparison methods

We compare our method (Fair Log-loss) against various base-
line/fair learning algorithms that are primarily based on lo-
gistic regression as the base classifier:
(1) Unconstrained logistic regression is a standard logistic

regression model that ignores all fairness requirements.
(2) The cost sensitive reduction approach by Agarwal et

al. (2018) reduces fair classification to learning a ran-
domized hypothesis over a sequence of cost-sensitive
classifiers. We use the sample-weighted implementation
of Logistic Regression in scikit-learn as the base classi-
fier, to compare the effect of the reduction approach. We
evaluate the performance of the model by varying the
constraint bounds across the set ε ∈ {.001, .01, .1}.

(3) The constraint-based learning method5 of (Zafar et
al. 2017c; 2017a) uses a covariance proxy measure to
achieve equalized odds (under the name disparate mis-
treatment) (Zafar et al. 2017a), and improve the disparate
impact ratio (Zafar et al. 2017c), which we use as a base-
line method to evaluate demographic parity violation.
They cast the resulting non-convex optimization as a dis-
ciplined convex-concave program in training time. We
use the logistic regression as the base classifier.

(4) For demographic parity, we compare with the reweight-
ing method (reweighting) of Kamiran and Calders
(2012), which learns weights for each combination of
class label and protected attribute and then uses these
weights to resample from the original training data which
yields a new dataset with no statistical dependence be-
tween class label and protected attribute. The new bal-
anced dataset is then used for training a classifier. We
use IBM AIF360 toolkit to run this method.

(5) For equalized odds, we also compare with the post-
processing method of Hardt, Price, and Srebro (2016)

5https://github.com/mbilalzafar/fair-classification

which transforms the classifier’s output by solving a lin-
ear program that finds a prediction minimizing misclas-
sification errors and satisfying the equalized odds con-
straint from the set of probability formed by the convex
hull of the original classifier’s probabilities and the ex-
treme point of probability values (i.e., zero and one).

Evaluation measures and setup

Data-driven fair decision methods seek to minimize both
prediction error rates and measures of unfairness. We con-
sider the misclassification rate (i.e., the 0-1 loss, E[Ŷ 	= Y ])
on a withheld test sample to measure prediction error. To
quantify the unfairness of each method, we measure the de-
gree of fairness violation for demographic parity (D.P.) as:∣∣E[I(Ŷ = 1)|A = 1]− E[I(Ŷ = 1)|A = 0]

∣∣, and the sum of
fairness violations for each class to measure the total viola-
tion for equalized odds (E.ODD.) as:

∑
y∈{0,1}

(∣∣E[I(Ŷ =

1)|A = 1, Y = y]−E[I(Ŷ = 1)|A = 0, Y = y]
∣∣), to obtain

a level comparison across different methods. We follow the
methodology of Agarwal et al. (2018) to give all methods ac-
cess to the protected attribute both at training and testing time
by including the protected attribute in the feature vector. We
perform all of our experiments using 20 random splits of each
dataset into a training set (70% of examples) and a testing
set (30%). We record the averages over these twenty random
splits and the standard deviation. We cross validate our model
on a separate validation set using the best logloss to select an
L2 penalty from ({.001, .005, .01, .05, .1, .2, .3, .4, .5}).

Experimental Results

Figure 4 provides the evaluation results (test error and fair-
ness violation) of each method for demographic parity and
equalized odds on test data from each of the three datasets
Fairness can be vacuously achieved by an agnostic predictor
that always outputs labels according to independent (biased)
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Figure 4: Test classification error versus Demographic Parity (top row) and Equalized Odds (bottom row) constraint violations.
The bars indicate standard deviation on 20 random splits of data.

coin flips. Thus, the appropriate question to ask when con-
sidering these results is: “how much additional test error
is incurred compared to the baseline of the unfair logistic
regression model for how much of an increase in fairness?”

For demographic parity on the Adult dataset, our Fair Log-
loss approach outperforms all baseline methods on average
for both test error rate and for fairness violation, and on
COMPAS dataset it achieves the lowest ratio of increased
fairness over increased error. Additionally, the increase in
test error over the unfair unconstrained logistic regression
model is small. For demographic parity on the Law dataset,
the relationship between methods is not as clear, but our Fair
Log-loss approach still resides in the Pareto optimal set, i.e.,
there are no other methods that are significantly better than
our result on both criteria. For equalized odds, Fair Log-loss
provides the lowest ratios of increased fairness over increased
error rate for the Adult and COMPAS datasets, and compet-
itive performance on the Law dataset. The post-processing
method provides comparable or better fairness at the cost of
significantly higher error rates. This shows that the approx-
imation in our prediction procedure does not significantly
impact the performance of our method. In terms of the run-
ning time, our method is an order of magnitude faster than
comparable methods (e.g., the train and test running time on
one random split of the Adult dataset takes approximately
5 seconds by our algorithm, 80 seconds for the constraint-
based method (Zafar et al. 2017c), and 100 seconds for the
reduction-based method (Agarwal et al. 2018)).

Conclusions and Future Work

We have developed a novel approach for providing fair
data-driven decision making in this work by deriving a

new classifier from the first principles of distributionally
robust estimation (Topsøe 1979; Grünwald and Dawid 2004;
Delage and Ye 2010). We formulated a learning objective
that imposes fairness requirements on the predictor and views
uncertainty about the population distribution pessimistically
while maintaining a semblance of the training data character-
istics through feature-matching constraints. This resulted in
a parametric exponential family conditional distribution that
resemble a truncated logistic regression model.

In future work, we plan to investigate the setting in which
group membership attributes are not available at testing time.
Extending our approach using a plug-in estimator of P (a|x)
in the fairness constraints introduces this estimator in the
parametric form of the model. Understanding the impact of
error from this estimator on predictor fairness in both theory
and practice is an important direction of research.
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