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Abstract

Human behaviors are complex, which are often observed as a
sequence of heterogeneous actions. In this paper, we take user
choices for shopping baskets as a typical case to study the
complexity of user behaviors. Most of existing approaches of-
ten model user behaviors in a mechanical way, namely treat-
ing a user action sequence as homogeneous sequential data,
such as hourly temperatures, which fails to consider the com-
plexity in user behaviors. In fact, users’ choices are driven by
certain underlying intentions (e.g., feeding the baby or reliev-
ing pain) according to Psychological theories. Moreover, the
durations of intentions to drive user actions are quite differ-
ent; some of them may be persistent while others may be tran-
sient. According to Psychological theories, we develop a hier-
archical framework to describe the goal, intentions and action
sequences, based on which, we design Intention Nets (Int-
Net). In IntNet, multiple Action Chain Nets are constructed
to model the user actions driven by different intentions, and a
specially designed Persistent-Transient Intention Unit models
the different intention durations. We apply the IntNet to next-
basket prediction, a recent challenging task in recommender
systems. Extensive experiments on real-world datasets show
the superiority of our Psychology-inspired model IntNet over
the state-of-the-art approaches.

Introduction

Human behaviors are full of complexity and uncertainty
(Cao 2015), and psychologists have been trying to under-
stand the influential factors in the process of forming inten-
tions and performing actions (Fishbein et al. 2000). For ex-
ample, shopping a basket of products is a typical user be-
havior in daily life. In this paper, we take the next-basket
prediction as a representative problem to study the complex-
ity of user behavior, where the sequences of user choices in
sequences of baskets correspond to user action sequences.

According to the psychological theory (Albarracin and
Wyer Jr 2000), user actions are driven by a set of heteroge-
neous intentions (e.g., feeding the baby and relieving pain in
basket b2 shown in Figure 1) to achieve certain goals. More-
over, the durations of intentions may be quite different, i.e.,
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Figure 1: An example of a sequence of three baskets
(b1, b2, b3). Traditional methods simply model the transi-
tions between baskets ( dashed arrow lines) while Psy-
chological research indicates user choices in baskets are
driven by different intentions accomplished by different ac-
tion chains ( arrow lines of different colours).

some of them may drive a long persistent action chain con-
taining more actions while others may drive a short one with
fewer actions. For example, as shown in Figure 1, baby feed-
ing is a persistent intention which drives a long action chain
(red lines) to buy milk powder of different stages across the
whole basket sequence, while relieving pain is a transient in-
tention driving a short one. Furthermore, the psychological
research (Carrera et al. 2012) has indicated that user behav-
ior can be described as a hierarchical framework, where the
goal at the top level (e.g., filling shopping baskets) is driven
by multiple underlying intentions (e.g., feeding baby and re-
lieving pain) and each intention results in a chain of relevant
choices across baskets with different durations.

However, most of existing next-basket prediction methods
(Quadrana et al. 2017; Guidotti et al. 2018) mechanically
model a user action sequence as homogeneous data points
in time series just like the hourly temperatures, without con-
sidering human’s heterogeneous intentions behind. For in-
stance, the Markov chain-based (Rendle and et al. 2010)
and the recurrent neural networks (RNN) (Wan et al. 2015;
Yu et al. 2016) based methods are two current representative
approaches to model user basket sequences in this way. Such
mechanical treatment does not reflect the complexity and
heterogeneity of human behaviors in the decision-making
process (Chen, Lu, and Wang 2017; Hu et al. 2017). As a
result, these approaches have trouble in creating an in-depth
understanding of behaviors (including their heterogeneity
and intentions) and properly predicting a user’s next-basket
choices (Cao 2010; Wang, Hu, and Cao 2017).
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In this paper, inspired by the psychological perspective
on user behavior formation and development, we propose
Intention Nets (IntNet) to model the complex and hetero-
geneous user behaviour sequences based on the aforemen-
tioned hierarchical framework for next-basket prediction.
First, Intention Recognition Nets (IRN) are proposed as a
component of IntNet to disentangle the potential intentions
from the observed user choices on items in each basket.
Hence, the choices (chosen items) in each basket are inte-
grated as one intention-driven action according to the disen-
tangled intentions. A sequence of actions for the same inten-
tion from multiple baskets form an action chain, and finally
multiple action chains are built due to the multiple inten-
tions behind the baskets. Then, the Parallel Action Chain
Nets (PACN) are designed to capture the transitions inside
action chains where each Action Chain Net (ACN) models
one intention accordingly. Note that different intentions may
hold for different influence durations in practice. Accord-
ingly, we specially design the Persistent-Transient Intention
Units (PTIUs) to equip each ACN with precisely modeling
the dependency between actions according to the duration of
each intention. With this special structure inside, a PTIU is
able to simultaneously model the persistent intention states
that require more actions to accomplish and transit intention
states that involve only a few actions. Consequently, based
on the current state of each intention, ACN predicts the next
action required to accomplish the corresponding intention,
i.e., ranking the candidate items for the next choice. As a
result, the predicted items for all intentions together accom-
plish the goal of next basket choices. The main contributions
of this work are summarized below:
• We propose a Psychology-inspired hierarchical frame-

work to model the complexity and heterogeneity of user
behaviors and their driving intentions.
• With the hierarchical framework, we design the Intention

Nets (IntNet) with two main components: the Intention
Recognition Nets (IRN) to disentangle heterogeneous in-
tentions, and the Parallel Action Chain Nets (PACN) to
model the transition of actions for each intention.
• IntNet is illustrated by addressing the next-basket predic-

tion problem in terms of modeling the sequence of pur-
chasing actions and their intention dynamics.
We conduct extensive experiments for next-basket predic-

tion to verify the effectiveness of IntNet. The results on two
real-world datasets show that IntNet outperforms the best
baseline by 3% to 19.89% w.r.t. the prediction accuracy.

Related Work
Existing work on next-basket prediction can be generally
categorized into sequence model-based approaches and neu-
ral model-based approaches (Wang et al. 2019b).

Sequential patterns are widely used to capture the sequen-
tial dependencies between baskets. (Guidotti et al. 2018)
proposed Temporal Annotated Recurring Sequence to si-
multaneously capture different factors (e.g., co-occurrence
and sequentuality) that influence user choices for person-
alizing next-basket predictions. Pattern-mining-based ap-
proaches may greatly reduce the recommendation accuracy

and diversity by only recommending those frequent items
while ignoring less frequent ones. Markov chain models are
another solution to next-basket prediction. (Rendle and et al.
2010) proposed a Factorized Personalized Markov Chains
(FPMC) model to factorize the transition matrix over un-
derlying Markov chains on items from adjacent baskets to
model sequential behaviour for next-basket recommenda-
tion. However, FPMC is a first-order MC model which only
captures the first-order dependencies while ignoring higher-
order ones, leading to poor recommendation performance
(Hu et al. 2018; Wang and et al. 2019; Yao et al. 2018).

Recent years have witnessed the potential of neural mod-
els in modeling complex dependencies. (Wang et al. 2015)
built a hierarchical representation model (HRM) based on
shallow neural networks to construct a hybrid representa-
tion of the last basket to predict the next basket. In this
way, HRM only captures the first-order dependencies be-
tween two adjacent baskets. Compared with shallow neural
models, deep neural models like RNN are more powerful in
modeling complex relations due to their complex architec-
tures. (Yu et al. 2016) proposed a Dynamic REcurrent bAs-
ket Model (DREAM) to both learn a dynamic representation
of a user and capture global sequential features among bas-
kets for next-basket recommendations. (Le and Lauw 2019)
developed a sequence encoder built on RNN while incorpo-
rating the intra-basket correlations for more coherent basket
recommendations. (Bai et al. 2018) incorporated the atten-
tion mechanism into RNN to emphasize those more rele-
vant items for next-basket prediction. Although RNN-based
approaches can capture higher-order dependencies among
multiple baskets, they may generate false dependencies due
to the employed rigid order assumption among any two adja-
cent baskets and bias to the recent baskets due to the memory
decay (Wang et al. 2019a) .

To sum up, all the aforementioned work mechanically
models user behaviour as homogeneous sequences without
thoroughly considering the complex and heterogeneous hu-
man intentions behind. The lack of understanding of human
intentions would significantly reduce the next-basket predic-
tion performance. Actually, the theories of reasoned action
and planned behavior (Fishbein et al. 2000; Carrera et al.
2012) in Psychology have revealed that intentions are the
driving factors of actions and one intention requires a se-
ries of relevant actions to accomplish. Moreover, the current
intention state leads to the subsequent actions (Malle and
Knobe 1997). Inspired by these theories, we propose the
Intention Nets to deeply model the complex and heteroge-
neous user behaviour for next-basket prediction by tracking
the intention states behind user actions.

Problem Statement

Given a user transaction dataset, D = {s1, ..., s|D|} denotes
a set of sequences of shopping baskets (called baskets for
short), where each sequence s = {b1, ..., b|s|}(s ∈ D) con-
sists of a sequence of baskets associated with a user. Here
|D| denotes the total number of sequences in D while the
subscripts of s indicate the order of baskets. Each basket
b = {v1, ..., v|b|}(b ∈ s) contains a collection of items
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in one transaction event. It should be noted that the sub-
scripts in b do not rigidly indicate the order of items oc-
curring in the basket since the order in which items are
put into a basket are usually random and does not make
much sense in real-world cases (Wang et al. 2018). All the
items occurring in all baskets constitute the universal item
set V = {v1, ..., v|V |}. For a target basket bt(bt ∈ s), all the
baskets that occurred prior to bt in s together constitute the
sequential context (called context for short) of bt over s, de-
noted as Cbt = {b1, ..., bt−1}where each basket b ∈ Cbt is a
contextual basket. Accordingly, each item v ∈ b (b ∈ Cbt) in
the contextual basket is a contextual item. Given a context C
with precedent (t− 1) baskets, a next-basket predictor aims
to predict user choices for tth basket, namely to generate a
list of items that are most probably to appear in basket bt.

Intention Nets

The architecture of IntNet is illustrated in Figure 2 (a). Int-
Net is mainly composed of two components: (1) Intention
Recognition Nets (IRN), and (2) Parallel Action Chain Nets
(PACN). IRNs first detects the intention behind each cho-
sen item in a basket, and then builds an action representa-
tion with the embeddings of items associated with a spe-
cific intention. This action embedding is then used as an in-
put of the current time step into the corresponding ACN.
Each ACN consists of Persistent-Transient Intention Units
(PTIUs) associated with the action embedding of each time
step to model their transitions and durations. The last inten-
tion state ht−1,l output from PITUs at step (t− 1) is used as
the intention-specific context embedding cl of the lth inten-
tion. Then, cl is used to predict the intention-specific items
in the next basket. Finally, the predicted items for each inten-
tion are assembled as the next basket. Next, we demonstrate
the technical details of these two components.

Intention Recognition Nets

Given the items in a basket, IRNs aim to first detect the un-
derlying intention driving a user to choose an item vi. To be
specific, each item v is projected into a K-dimensional em-
bedding vector v ∈ We, where We ∈ R

K×|V | is the em-
bedding matrix of all items. Then, the embedding vi of item
vi is input into IRNs. Wp ∈ R

K×m is the intention filtering
matrix, where m is the number of possible latent intentions
(the optimal number of intentions is tuned by cross valida-
tion). To determine the intention behind each user choice, we
employ a softmax function to compute the the probability
associated with each intention. Specifically, the probability
gi,k of item vi w.r.t. the kth intention is given below:

gi,k =
exp(v�

i Wp[:, k])∑m
h=1 exp(v

�
i Wp[:, h])

, k ∈ {1, ...,m} (1)

Further, we adopt the gumble-softmax trick (Jang, Gu,
and Poole 2017) to assign each item with a specific inten-
tion based on the above probabilities. Formally,

yi,k =
exp((log(gi,k) + πk)/τ)∑m
h=1 exp((log(gi,h) + πh)/τ)

, k ∈ {1, ...,m}
(2)

where π1...πm are the corresponding Gumbel noises which
are independent and identically distributed samples drawn
from Gumbel (0, 1) 1 and τ is the temperature parameter
(Jang, Gu, and Poole 2017). When τ → 0+, the vector yi =
[yi,1...yi,m] approximates a one-hot vector where only one
dimension has the value 1, i.e. the item vi concentrates on a
single intention. In this paper, τ is empirically set to be 0.01
to achieve the best performance.

Then, the action embedding w.r.t. the kth intention can
be obtained by aggregating the embeddings of all items in
the current basket according to their corresponding intention
assignment vectors yi:

ej,k =

|bj |∑
i=1

yi,kvi (3)

Therefore, we obtain an action embedding for each intention
as the input of each time step for the Action Chain Nets.

Parallel Action Chain Nets

The parallel action chain nets (PACN) consists of m action
chain nets (ACNs), and one for each intention as shown in
Figure 2 (a). Each ACN is composed of (t− 1) sequentially
connected Persistent-Transient Intention Units (PTIUs) to
model the sequential dependencies over the intention-driven
actions, i.e., choices, in the (t − 1) contextual baskets. As
stated before, the durations of different intentions may be
quite different. The design of PTIUs aims to address this
problem in an adaptive way, i.e., PTIUs are capable of learn-
ing the durations of heterogeneous intentions from data.

Persistent-Transient Intention Units. Due to the hetero-
geneity of intentions, some intentions are observed as per-
sistent action chains while others are observed as transient
ones. Traditional RNN cells like Long Short-Term Mem-
ory (LSTM) (Xingjian et al. 2015) or Gated Recurrent Unit
(GRU) (Chung et al. 2014) are incapable of representing the
heterogeneous durations of intention-driven actions due to
the identical state updating operation at each time step. To
this end, inspired by the great power of ordered neurons
LSTM (Shen et al. 2019) in modeling hierarchical semantic
meaning of sentences and paragraphs, we design the PTIUs
to serve as the cells of each ACN. Specially, PTIUs intro-
duce an intention duration detection module to weigh the
persistence and transience of an intention and apply different
update strategies to update the intention states accordingly.

The specific structure of a PTIU is depicted in Figure 2
(b), where a persistent intention gate and a transient inten-
tion gate are used to softly specify the duration of an ac-
tion. Correspondingly, a persistent-intention updating mod-
ule and a transient-intention updating module are applied to
update the intention states in different strategies. Below, we
formulate the state updating details.

First, the current intention state h̃j in preparation for the
subsequent state updating is calculated below:

rj = σs(Wr[hj−1, ej ] + br) (4)
1Gumbel (0,1) distribution is sampled using inverse trans-

form sampling by drawing u ∼ U(0, 1) and computing π =
−log(−log(u)).
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Figure 2: (a) The Intention Nets model consist of two main components: Intention Recognition Nets and Parallel Action Chain
Nets (PACN); (b) The Persistent-Transient Intention Unit (PTIU) introduces a persistent gate and transient gate (see the blue
dash line square) to respectively determine the persistent part and transient part of the intention state and update them accord-
ingly.

zj = σs(Wz[hj−1, ej ] + bz) (5)

h̃j = σt(Wh[rj ∗ hj−1, ej ] + bh) (6)
where rj and zj are the vectors of reset gate and update gate
respectively. σs and σt are activation functions and are spec-
ified as sigmoid and tanh respectively in this work. Wr,Wz

and Wh are the weight matrices while br, bz and bh are the
corresponding biases.

Then, the persistent intention gate and the transient in-
tention gate are designed to weigh the persistence and tran-
sience according to the intention state:

αj = σcs(Wα[hj−1, ej ] + bα) (7)

βj = 1− σcs(Wβ [hj−1, ej ] + bβ) (8)
where σcs is the activation function, which is specified to
cumulative softmax (Shen et al. 2019) to predict the cut-off
points of persistent and transient intentions in the state vec-
tor hj−1 considering the cumulative effect of each dimen-
sion in hj−1. To be specific, first a softmax function is used
to transfer each dimension of the input vector into a proba-
bility value and then cumulative sum (cumsum) is performed
on the output vector of the softmax function.

cumsum(x1, x2, ..., xn) = [x1, x1 + x2, ..., x1 + x2 + ...+ xn] (9)

This is based on the assumption that the information for per-
sistent intention is encoded in a particular part with some ad-
jacent dimensions of hj−1 and will be passed to the similar
dimensions of the next states continuously to play long-term
impact. In contrast, the information for transient intention is
stored in a different part with other adjacent dimensions of
hj−1 and will be updated by the current intention in the cur-
rent state to reduce its impact on the future choices of items.

Moreover, we introduce the resilient gate as an adaptive
tradeoff between persistence and transience:

γj = αj ◦ βj (10)

where ◦ denotes the element-wise multiplication.
Therefore, the vector of last intention state hj−1 consists

of three parts: the persistent state encoding part (αj − γj),
the resilient state encoding part γj , and the transient state
encoding part (βj − γj) as illustrated in 2 (b). As a re-
sult, PTIUs respectively update the information from the last
state to the current state with three different strategies: (1)
the states associated with the persistent state encoding part
are completely copied from the last states to the current ones
to maintain the persistent impact; (2) the states correspond-
ing to the transient part are completely updated with the in-
formation from the current action; and (3) the resilient states
combine the information from the last state and current input
as a tradeoff. Following these strategies, we update intention
state hj of the current time step by taking the last state hj−1

and the current candidate state h̃j as the input:

hj = (αj−γj)◦hj−1+γj ◦ ((1−zj)◦hj−1+zj ◦ h̃j)

+ (βj − γj) ◦ h̃j (11)

where zj and h̃j are the reset gate and candidate intention
state at the current time step calculated in Eqs. 5 and 6 re-
spectively.

Thanks to the special design of PTIU, which enables to
effectively model the different state transitions for different
intentions with heterogeneous durations.

Next-basket Prediction

Once the sequence of the (t−1) contextual baskets has been
input into the IntNet, the last intention states are used as the
contextual embedding to predict the next intention-specific
choices for filling the next-basket. We concatenate the con-
textual embedding vectors for all intentions to form a con-
textual embedding matrix for all intentions:

C = [ht−1,1,ht−1,2...ht−1,m] (12)
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Algorithm 1 Model parameter learning procedure
1: B ← Get mini-batch from all context-target basket pairs
2: N ← Sample a set of negative items V −

vt
, for each item

vt from each target basket vt ∈ bt(bt ∈ B)
3: Compute mini-batch loss using Eq. 16:
LB ← 1

|B|
∑

<v+,V −>∈<B,N> L(v+, V −)
4: Update parameters: Θ← Θ− ΓAdam(∇ΘLB)

Given a candidate item vt, we extract its specific contextual
embedding from the above contextual embedding matrix ac-
cording to the intention inferred for vt:

Cvt = y�
t C

� (13)

where yt is the intention vector of item vt and each of its el-
ements is calculated via Eq. 2. Suppose that a candidate item
vt is associated with the 1st intention, and its corresponding
intention vector yt = [1, 0, 0...0]. Namely, it will be treated
as the 1st intention-driven choice for the next basket.

Then the inner product is applied as a score to quantify
the relevance degree between the candidate item vt and the
given context C:

δ(vt, C) = Cvtvt (14)

Accordingly, the conditional probability of a user to choose
the item vt under the context C is obtained according to the
above score in terms of logistic function:

p(v̂t|C; Θ) =
1

1 + e−δ(vt,C)
(15)

where Θ is the set of model parameters to be learned over
all the sequences of baskets in a dataset.

Finally, without loss of generality (Wan et al. 2018) and
according to Eq. 15, the top-n items with the highest proba-
bilities are selected to fill the next basket.

Loss Function and Parameter Learning

Taking the negative log over the conditional probability
p(v|C) (Eq. 15), we obtain the loss function:

L(v+, V −) = −[log(p(v+|C) +
∑

v−∈V −
log(1− p(v−|C))]

(16)
where 15, v+ and V − are the positive and negative sam-
ple sets for each item in the next basket. Here, we adopt the
negative sampling strategy (Goldberg and Levy 2014) due
to the huge number of items. Given context C and the cor-
responding true next basket bt including |bt| chosen items,
we build |bt| contrastive pairs for training the model. Each
contrastive pair takes one item from bt as the positive sam-
ple v+ while randomly sample |V −| negative items from
the item set V \ bt to form the negative sample set V −. The
loss of each contrastive pair < v+, V − > is composed of
the loss − log(p(v+|C) of one positive sample and the loss
− log(1 − p(v−|C)) for each negative sample. The model
parameters are updated by minimizing the loss L(v+, V −)
of all contrastive pairs in one mini-batch each time.

Our model is implemented using Tensorflow 1.4. We only
present a brief scheme of the learning procedure on a mini-
batch in Algorithm 1 due to the limited space. We use Adam
(Kingma and Ba 2015) for gradient learning, as illustrated
by ΓAdam in Algorithm 1. The initial learning rate is empir-
ically set to 0.001 and the batch size is set to 50.

Experiments and Evaluation

Data Preparation

Two real-world online transactional datasets are used for the
experiments: (1) Tmall2 released by IJCAI-15 competition,
which recorded the purchased baskets from each anonymous
user on Tmall platform (The Chinese version of Amazon)
in six months. Each basket is associated with a purchase
date with no timestamp for each item inside transaction; and
(2) Tafeng3 released on Kaggle, which contains the trans-
actional data of a Chinese grocery store generated in four
months, whose format is similar to Tmall. Both datasets are
commonly used to test the performance of next-basket pre-
diction (Yu et al. 2016; Guidotti et al. 2018).

First, a set of sequences is extracted from each dataset
where each sequence consists of all the baskets purchased
by a user. The baskets inside each sequence are ordered by
the purchasing time. To feed the data into the model well,
we follow a common manner to build sequence instance sets
for training and test where each instance is in the form of
< C, bt > (C = {b1, b2, ..., bt−1}), C and bt indicate con-
text and target baskets respectively. Specifically, a fixed se-
quence length t (i.e., 5 and 8 for Tmall and Tafeng respec-
tively) is set for each dataset according to the data character-
istics. Sequence instances of length-t are extracted from the
original sequences by employing the sliding window tech-
nique (Tanbeer et al. 2009) on original sequences longer than
t while padding and masking (Collins et al. 2012) on those
shorter than t respectively. Second, we make three training-
test splits on the sequence instance set by randomly select-
ing 20%, 30% and 40% of the instances whose target basket
happens in the last 30 days respectively for test while others
for training. The characteristics of experimental datasets are
shown in Table 2. Our method consistently outperforms all
the baselines on all proportions, and only the results w.r.t.
the 30% split are reported due to the limited space.

Experimental Settings

Evaluation Metrics. Four commonly used accuracy met-
rics are employed to evaluate the recommendation perfor-
mance of our method and the baselines. They are Recall,
F-1 Score, Hit-Ratio (HR) and normalized Discounted Cu-
mulative Gain (nDCG) (Liu et al. 2018; Yang et al. 2018).

Comparison Methods. Besides IntNet, IntNet-S is a
simplified version including a single ACN and is built on the
homogeneous intention assumption. It is aimed to demon-
strate the effectiveness of PACN of IntNet in handling dif-
ferent heterogeneous intentions. In addition, IntNet-GRU

2https://tianchi.aliyun.com/dataset/dataDetail?dataId=42
3https://www.kaggle.com/chiranjivdas09/ta-feng-grocery-

dataset
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Table 1: Prediction accuracy on two real-world datasets
Tmall Tafeng

F1@5 F1@20 HR@5 HR@20 nDCG@5 nDCG@20 F1@5 F1@20 HR@5 HR@20 nDCG@5 nDCG@20

TBP 0.0282 0.0312 0.0210 0.0488 0.0642 0.1002 0.0252 0.0310 0.0187 0.0379 0.0842 0.1000
FPMC 0.0614 0.0538 0.0876 0.2068 0.0645 0.1088 0.0618 0.0565 0.0668 0.1468 0.0564 0.1012
HRM 0.0848 0.0788 0.1010 0.2322 0.0854 0.1362 0.0847 0.0785 0.0800 0.1788 0.0786 0.1326
DERAM 0.1080 0.0816 0.1226 0.2551 0.1028 0.1600 0.1038 0.0824 0.0906 0.1956 0.1312 0.1628
NAM 0.1088 0.0819 0.1224 0.2498 0.1148 0.1715 0.1108 0.0736 0.0978 0.1739 0.1301 0.1507
Beacon 0.1200 0.0880 0.1268 0.2746 0.1262 0.1876 0.1100 0.0897 0.0988 0.2012 0.1304 0.1626
MCPRN 0.1202 0.0882 0.1224 0.2755 0.1267 0.1892 0.1090 0.0897 0.1014 0.2137 0.1328 0.1669

IntNet-S 0.1182 0.0787 0.1309 0.2449 0.1237 0.1613 0.1102 0.0810 0.0942 0.1920 0.1315 0.1623
IntNet-GRU 0.1202 0.0880 0.1220 0.2752 0.1263 0.1888 0.1104 0.0824 0.0946 0.1956 0.1316 0.1625
IntNet 0.1238 0.0934 0.1378 0.2857 0.1416 0.2018 0.1161 0.0971 0.1078 0.2283 0.1395 0.2001

Improve (%)4 3.00 5.87 5.30 3.70 11.76 6.66 4.78 8.25 6.31 6.83 5.05 19.89

Table 2: Statistics of datasets
Statistics Tmall Tafeng

#Sequences 135,014 10,453
#Baskets 399,008 60,392
#Items 98,727 11,207
Avg. sequence length 2.96 5.78
Avg. basket size 3.08 8.42

is the version replacing the PTIUs in IntNet with general
GRUs, which is compared with IntNet to justify the effi-
cacy of PTIUs in handling intentions with different dura-
tions. The following representative and state-of-the-art ap-
proaches built on various models from sequential patterns to
mixture models are selected as baselines.

• TBP: a next-basket predictor based on the temporal anno-
tated recurring sequence to capture different factors influ-
encing the user decision process (Guidotti et al. 2018).

• FPMC: a Markov chain-based approach which factorizes
the transition matrix between items from adjacent baskets
for next-basket prediction (Rendle and et al. 2010).

• HRM: a hierarchical representation model to predict the
next basket based on the representations of a user and
his/her last basket (Wang et al. 2015).

• DERAM: an RNN-based model which learns a dynamic
representation of a user based on the historical baskets to
predict the next basket (Yu et al. 2016).

• NAM: a model which incorporates the attention mech-
anism into RNN to track a user’s evolving appetite for
items for next-basket prediction (Bai et al. 2018).

• Beacon: a state-of-the-art next-basket predictor using
RNN to encode the basket sequence while incorporating
the intra-basket correlations (Le and Lauw 2019).

• MCPRN: a next-item recommender using multiple chan-
nels to model different types of items in a basket (Wang
et al. 2019a). We modified it for next-basket prediction.

4Improvement over the best performance achieved on all com-
pared methods.

Recall on Tmall
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Figure 3: Recalls of Intention Nets and other compared
methods.

Parameter Settings. For a fair comparison, we initialize
each baseline model with the parameter settings in the orig-
inal papers and then tune them on our datasets for best per-
formance. In our model, the dimensions of item embeddings
and intention states are empirically set to 100. The number
of channels m is set to 3 by tuning on the validation set.

Performance Evaluation

We conduct extensive experiments to evaluate our model by
answering the following questions:

Q1: How does our model perform compared with the
baseline approaches in terms of prediction accuracy?

Q2: How does PACN for modeling multiple heteroge-
neous intentions perform compared with a single ACN for
modeling only a homogeneous intention?

Q3: How does the PTIU perform in handling intentions
with different durations?

Reply to Q1: IntNet vs. Baselines. We compare the pre-
diction accuracy of IntNet with those of the seven baselines
and present the results in Table 1. In TBP, we set the the
minimum item occurrence times in the whole dataset to 5
and the minimal number of baskets per user to 10. TBP is
based on frequent-pattern mining which is usually biased to
frequent items. Moreover, TBP can only handle users with
sufficient data due to its user-centralized design, performing
the worst. The number of factors is set to 50 in FPMC for
the best performance. Compared with TBP, FPMC can cover
much more items and thus can achieve better performance.
However, FPMC assumes strict first-order dependencies be-
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Figure 4: Intention assignment visualization of the items in
two sampled baskets on Tafeng.

tween any adjacent baskets, which may not be always true in
the real life. The sizes of item embedding and state vectors
(if there is any) are empirically set to 100 in the other five
baselines for best performance. HRM relaxes the strict as-
sumption in FPMC by learning latent representations of both
items and baskets for better performance. Both FPMC and
HRM capture the first-order dependencies between adjacent
baskets while ignoring higher-order dependencies, leading
to limited accuracy. DERAM employs an RNN to model
the higher-order sequential dependencies among multiple
baskets and thus generates more accurate prediction. NAM
incorporates the attention mechanism into RNN to empha-
size those more relevant items and baskets for better predic-
tion while Beacon incorporates intra-basket correlations into
RNN for coherent basket prediction. MCPRN employs mul-
tiple channels to model dependencies among different types
of items independently to avoid the noisy information from
irrelevant items. However, it still cannot handle the complex
behaviours driven by heterogeneous intentions holding dif-
ferent durations due to its oversimplified PSRU cells.

In contrast, by modeling the transitions of actions for dif-
ferent intentions with different ACNs and carefully updat-
ing different intention states respectively in each PTIU, Int-
Net can well model the complex and heterogeneous user
behaviours for better next-basket prediction. Consequently,
it achieves 3% to 19.89% improvements over the best-
performing baseline w.r.t. all the metrics on both datasets
(cf. the bottom row of Table 1). The recall also shows IntNet
leads the baselines with a clear margin (cf. Figure 3).

Reply to Q2: Heterogeneous Intention Modeling vs. Ho-
mogeneous Intention Modeling. To demonstrate the ef-
ficacy of modeling multiple heterogeneous intentions with
PACN, we compare the performance of IntNet with that of
IntNet-S. It is clear that IntNet achieves much higher accu-
racy than IntNet-S as shown in Table 1 and Figure 3. Par-
ticularly, IntNet achieves at least 15% improvement on most
metrics like F1@20, HR@20, nDCG@20 and Recall@20
on both datasets, which proves that user choices are driven
by different heterogeneous intentions instead of a single ho-
mogeneous one assumed by most of the existing approaches.

Reply to Q3: PTIU vs. GRU in Modeling Intentions with
Different Durations. To demonstrate the effectiveness of
our PTIU cells equipped in IntNet in modeling intentions
with different durations, we compare IntNet with IntNet-
GRU. It is clear that IntNet performs much better in terms of
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Intention Gates Visulization in ACN1  

0.2

0.4

0.6

0.8

b1 b2 b3 b4 b5 b6 b7 b8

 Intention Gates Visulization in ACN3 
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Figure 5: Persistent (denoted as α) and transient (denoted as
β) intention gate values of a sampled sequence of 8 baskets
from Tafeng. Top-5 dimensions (e.g., α1, ..., α5) with the
largest values of each gate are shown for a clear view (a
color version works better).

all four accuracy metrics on both datasets. Particularly, the
HR@20 and nDCG@20 of IntNet are at least 10% higher
than that of IntNet-GRU on Tafeng. This justifies the obvi-
ous advantages of PTIUs over GRUs in handling intentions
with different durations.

Visualization of the IntNet Working Mechanism

To interpret the working mechanism of IntNet, we sample
baskets from Tafeng and visualize the intention assignments
in terms of y (cf. Eq. 2) and intention durations in terms of
persistent-transient gates α and β (cf. Eqs. 7 and 8).

Intention Assignments. Figure 4 describes the intention
assignment of sampled baskets b1 and b2. It is clear that
the choices on different items (e.g., v1, v2, v6) in one basket
(e.g., b1) are commonly driven by different intentions (e.g.,
intentions 1, 2 and 3) and most of the choices concentrate on
one intention indicated by the darkest color. This essentially
justifies the necessity and rationality of the parallel-network
structure inside PACN in IntNet.

Intention Gates. Figure 5 depicts the intention gate val-
ues in two ACNs (ACN1 and ACN3) of a sampled sequence
composed of 8 baskets. It is obvious that the persistent gate
stably has much larger values than transient gate in ACN1
(the left sub figure) while the case is reversed in ACN3 (the
right sub figure). This indicates that ACN1 mainly models
the action transitions for persistent intentions while ACN3
mainly models those for transient intentions behind the sam-
pled sequence, proving the efficacy of the designed PTIU to
capture heterogeneous intentions with different durations.

Conclusions

In this paper, we have proposed Intention Nets (IntNet) to
effectively model the complex and heterogeneous user be-
haviours for accurate next-basket prediction, which cannot
be well addressed by existing next-basket prediction works.
IntNet utilizes intention recognition nets to disentangle the
potential intentions from the observed user choices in bas-
kets and parallel action chain nets to model the transitions
inside each action chain to accomplish an intention in par-
allel. The empirical evaluation on the real-world datasets
shows its superiority over the state-of-the-art approaches.
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