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Abstract

Video re-localization aims to localize a sub-sequence, called
target segment, in an untrimmed reference video that is sim-
ilar to a given query video. In this work, we propose an
attention-based model to accomplish this task in a weakly su-
pervised setting. Namely, we derive our CNN-based model
without using the annotated locations of the target segments
in reference videos. Our model contains three modules. First,
it employs a pre-trained C3D network for feature extraction.
Second, we design an attention mechanism to extract multi-
scale temporal features, which are then used to estimate the
similarity between the query video and a reference video.
Third, a localization layer detects where the target segment
is in the reference video by determining whether each frame
in the reference video is consistent with the query video. The
resultant CNN model is derived based on the proposed co-
attention loss which discriminatively separates the target seg-
ment from the reference video. This loss maximizes the sim-
ilarity between the query video and the target segment while
minimizing the similarity between the target segment and the
rest of the reference video. Our model can be modified to
fully supervised re-localization. Our method is evaluated on
a public dataset and achieves the state-of-the-art performance
under both weakly supervised and fully supervised settings.

Introduction

Video content understanding receives more and more at-
tention since the number of videos in real world grows
rapidly. One of the fundamental tasks for video analysis
is action recognition (K. Simonyan and Zisserman 2014;
Tran et al. 2015; Li et al. 2019; Hussein, Gavves, and Smeul-
ders 2019; Girdhar et al. 2019; Diba1 et al. 2018). Most
approaches for action recognition are developed to iden-
tify a human action inside a trimmed video. However, most
real-world videos are untrimmed, which may hinder the
advances in action recognition. Temporal action detection,
i.e., action localization (Shou et al. 2017; Gao et al. 2017b;
Zhao et al. 2017), has been proposed to work on untrimmed
videos. Its goal is to separate the video clip of a specific ac-
tion category from the rest. However, methods for temporal
action detection are developed to detect the action segments
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Figure 1: Given a query video and a reference video, video
re-localization aims to localize a segment, i.e., frames be-
tween indices 35 and 40, inside the reference that contains
the same action category, i.e., biking, as the query.

of pre-defined categories. They often fail on actions of un-
seen classes.

To address this issue, Feng et al. (Feng et al. 2018) in-
troduce a new task called video re-localization. As shown
in Figure 1, the inputs of video re-localization are one
trimmed query video and one untrimmed reference video,
and the query is a short clip that a user is interested in. In
the following, we assume the query is a human action unless
otherwise specified. The goal of video re-localization is to
search a segment in the reference such that this segment has
the same semantic meaning as the query. The segment to be
retrieved may not belong to a pre-defined category but the
category the same as the query. Thus, the major difficulty of
video re-localization lies in dealing with unseen categories.
Despite effectiveness, video re-localization relies on frame-
level action annotations. Annotating the exact locations of an
action in the untrimmed video is time-consuming and expen-
sive, and the high annotation cost of training data collection
hinders the advances in video re-localization. To address this
limitation, we propose a new approach trained with video-
level, instead of frame-level, annotations, so the annotation
cost is significantly reduced.

Inspired by the co-attention loss in (Hsu, Lin, and Chuang
2018) for co-segmentation, we extend this loss with the tem-
poral cue for weakly supervised video re-localization. The
co-attention loss considers merely spatial information, but
the proposed temporal co-attention loss is designed to derive
convolutional neural networks (CNNs) in a weakly super-
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vised fashion. The resultant CNN model divides the frames
of the reference video into two disjoint sets, the target and
the background sets, in a discriminative way. That is, the
CNN model aims at enhancing the similarity between the
query and the target set while maximizing the dissimilarity
between the target and the background sets.

Figure 2 illustrates the proposed model, which is com-
posed of three components: a feature extractor, an atten-
tion module, and a localization predictor. Specifically, we
employ a pre-trained C3D (Tran et al. 2015) to extract
video features. The second component consists of two sub-
modules, multiscale attention and self-attention modules.
The former calculates the similarity between the query and
the target set using the their features of arbitrary lengths,
and thus better temporal information are better exploited.
The latter, i.e., the self-attention module in (Vaswani et al.
2017), is adopted to encode context information of the refer-
ence video into the local features. We concatenate the sim-
ilarity and the local features as the input of the localization
predictor. Finally, the localization predictor can determine if
each reference frame has the same semantic meaning as the
query or not.

We make the following contributions in this work. First,
to the best of our knowledge, this work makes the first at-
tempt to develop a weakly supervised CNN-based model for
video re-localization. Second, we propose temporal-based
co-attention loss and a novel attention module to capture
not only multiscale temporal structure across the different
frames but also the local cues in a single frame. Third, our
method is evaluated on the standard benchmark for video re-
localization (Feng et al. 2018), and remarkably outperforms
the state-of-the-art method (Feng et al. 2018).

Related work
Video Action Recognition. Video action recognition aims
to identify the action category of a video. Recently, many ef-
fective methods for action recognition are developed based
on deep learning to extract and fuse the spatial and tem-
poral cues, such as the two-stream model (K. Simonyan
and Zisserman 2014), C3D (Tran et al. 2015), CoST (Li
et al. 2019), timeception (Hussein, Gavves, and Smeul-
ders 2019), transformer network (Girdhar et al. 2019), and
spatio-temporal channel correlation (Diba1 et al. 2018).
Some existing approaches further integrate attention into
action recognition to boost the performance via different
forms, such as the attention-based gating or second order
pooling (Girdhar et al. 2019; Girdhar and Ramanan 2017;
Long et al. 2018; Xie et al. 2018), guidance from the hu-
man pose (Baradel, Wolf, and Mille 2017; 2018) and self-
attention (Wang et al. 2018; Girdhar et al. 2019). Despite
their effectiveness on action recognition on trimmed videos,
they may fail on the untrimmed videos. Our method is de-
veloped for the untrimmed videos. Besides, different from
the attention-based action recognition in a single video, we
design the attention-based model to capture the same action
clips across two videos.
Temporal Action Detection.

Given untrimmed training videos and the correspond-
ing frame-level annotations with the predefined action cat-

egories, temporal action detection, aka action localization,
learns a model to seek each action segment belonging to one
of these categories. A widely used way for action localiza-
tion (Shou et al. 2017; Gao et al. 2017b; Zhao et al. 2017) is
to first detect potential video segments with the confidence
scores, and then identify human actions inside the video hav-
ing higher confidence scores. Recently, Lin et al. (Lin et al.
2018) propose to predict a set of the start and end points for
an action clip instead of using time-consuming sliding win-
dow schemes or error-prone pre-defined intervals for video
segment generation. Long et al. (Long et al. 2019) utilizes
Gaussian kernels further take the temporal structure of ac-
tion clips into account.

Nevertheless, it is difficult to collect the frame-level lo-
cation annotations. To address this issue, weakly-supervised
methods (Wang et al. 2017; Nguyen et al. 2018; Liu, Jiang,
and Wang 2019) are proposed to work with video-level la-
bels. However, they have two limitations. First, their learned
models are not applicable to unseen action categories, which
making these models less practical. Second, frame-level dis-
criminative learning is not considered, which maximizes the
difference between the action frames and the background
frames. It helps better separate the target action clips from
the background clips.
Action Localization with Sentence/Video. In (Gao et al.
2017a; Hendricks et al. 2017), a task called action localiza-
tion with a query sentence is proposed. Given a video and a
query sentence, this task aims to find the temporal boundary
of the video clip, which best matches the text description.
In (Chen et al. 2018), an attention-based method is proposed
to preserve not only global temporal information but also
local feature details. In (Zhang et al. 2019a), a single-shot
feed-forward network with the iterative graph adjustment
network cell is designed to unify the candidate clip encoding
and temporal structural reasoning.

Instead of using the language sentence as the query, Feng
et al. (Feng et al. 2018) propose a new task called video
re-localization where a query video and a reference video
are given. Different from sentence-based action localization,
video re-localization targets at finding a subsequence of the
reference video clip that best matches the query (or covers
the same action as the query for action localization). Feng
et al. (Feng et al. 2018) design a cross gated bilinear match-
ing scheme upon a CNN-based model composed of three
LSTM layers. In gated bilinear matching, complicated in-
teractions between features of the query video and the ref-
erence video are exploited and captured. The information
inside the query video is encoded as a single global feature
which is a weighted sum of all features generated from the
query frames. Therefore, the local temporal structure cannot
be preserved. Furthermore, the method in (Feng et al. 2018)
requires the frame-level location annotations that are diffi-
cult to collect. In this work, we propose a weakly supervised
video re-localization method without using frame-level su-
pervisory signals, and hence the annotation cost can be sig-
nificantly reduced. In addition, we design a multiscale atten-
tion module to capture the local temporal structure, and can
better discover the target action clip in the reference video.

It is worth mentioning that some existing papers extend-
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Figure 2: Our model is composed of three components: the feature extractor, attention module, and localization module. First,
we employ a pre-trained C3D network to serve as the feature extractor. Second, we design a multiscale attention mechanism to
compute the similarity between the query and the reference videos. We also introduce self-attention module at the same time to
encode the context information into local features. Finally, the localization layer predicts if each frame of the reference video
matches the query video.

ing the task of video re-localization in diverse ways. For ex-
ample, Feng et al. (Feng et al. 2019) not only localize the
temporal boundary of an action clip but also seek the spa-
tial bounding box of that action at each frame. Zhang et al.
(Zhang et al. 2019b) try to use a single query image to local-
ize the relevant action clip in a reference video.

Approach

We introduce the proposed method in this section. The prob-
lem definition is first given. Then, we describe our attention
module and introduce the deep network architecture in our
method. Finally, two loss functions for training and the in-
ference process at the testing stage are detailed.

Problem Definition

Video re-localization is applied to a pair of videos, includ-
ing a query video VQ = {vQ

n }qn=1 and a reference video
VR = {vR

n }rn=1, where vQ
n and vR

n are the n-th frame in
the query video and the reference video, respectively, and q
and r are the numbers of frames in the two videos respec-
tively. For action localization, the query video is a trimmed
action clip and the reference video is an untrimmed video
which contains an action instance of the same category as
the query video. Our goal is to seek the temporal boundary
of an action instance {vR

n }ten=ts in VR that best matches the
query, where ts and te are the start and the end timestamps,
respectively. The frames between ts and te are in the ac-
tion region and the other frames belong to the background
region. In the weakly-supervised condition, our model is de-
rived without ground truth location information {ts, te}.

Figure 3: A “head” of multiscale attention module. We com-
pute the outer product between the query features and ref-
erence features to obtain an attention map. A softmax func-
tion is then applied to each column of the attention map for
normalization. Finally, we average each row of the attention
map to obtain the attention score sequence.

Attention Module

Self-attention and multiscale attention modules are used in
this work, and are detained as follows.

Self-Attention Module Transformer is proposed
in (Vaswani et al. 2017), which is an attention model
and is effective for machine translation. In addition to word
sequences, this model is also applicable to video sequences.
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In our method, its variant, the multi-head self attention
module, is adopted and it can be formulated as follows:

fselfAtt(X) = Concat(head1, ...,headh), (1)

headi = Attention(XWQ
i ,XWK

i ,XWV
i ), (2)

Attention(Q,K,V) = softmax(
QKT

√
dk

)V. (3)

The input X ∈ R
lv×df is a video with lv frames, each of

which is represented by df -dimensional features. Each head
maps X into three components Q, K, and V by learning
three matrices WQ

i , WK
i , and WV

i . Each component and
each matrix are of size R

lv×dk and R
df×dk , respectively.

The three components correspond to the sets of queries, keys
and values, respectively. Then dot-product attention is com-
puted in (3), where 1√

dk
is used for scaling the dot prod-

uct. The output of self-attention is the concatenation from
all heads. It gather different features, since each head learns
its weights in the process. Refer to (Vaswani et al. 2017) for
the details.

Multiscale Attention Module Inspired by (Vaswani et al.
2017), we propose a multiscale attention module as illus-
trated in Figure 3. Given a query video Q ∈ R

lq×df and
a reference video R ∈ R

lr×df , we calculate the attention
score between a frame of the reference video and all frames
in the query video by

Attention(R,Q) = avgpool(softmax(
RQT

√
dk

)). (4)

In (4), we compute the outer product between R and QT

to yield an attention map, which records the pairwise simi-
larity between each pair of frames, one from query video and
one from the reference video. We use 1√

dk
for scaling the

dot product. Then, we apply a softmax function to normal-
ize the score between each query frame to all frames of the
reference video. After this operation, each column of the at-
tention map becomes a probability distribution. Finally, we
average each row of the attention map to obtain the single
attention score for each frame of the reference video, which
indicates if this frame is well matched by the query.

We also adopt the multi-head strategy in this attention
module by

fmultiAtt(R,Q) = Concat(head1, ...,headk), (5)

headi = Attention(f conv1
i (R), f conv2

i (Q)). (6)
Different from the self-attention module using weight ma-
trices for projection, we employ 1d convolutional layers,
f conv1
i and f conv2

i , to encode temporally structured infor-
mation within a surrounding window. Considering the large
variations on action lengths, we use different kernel sizes
and dilation rates in each head. Higher dilation rates are with
larger receptive fields such that we can compute attention
scores based on features of different temporal scales, which
are crucial to the performance of video re-localization. The
final output fmultiAtt(R,Q) ∈ R

lr×k is the concatenation
of all heads.

Network Architecture

Figure 2 gives an overview of the proposed network archi-
tecture, which is composed of three components: feature ex-
tractor, attention modules and localization predictor. We de-
tail these components below.

Feature Extractor Given a query video VQ and a refer-
ence video VR, we use a pre-trained C3D network to ex-
tract their features. The extracted features are respectively
denoted by Q ∈ R

lq×df and R ∈ R
lr×df , where lq and

lr are the numbers of frames in the two videos respectively
while df is the dimension of a feature vector. Then, we em-
ploy 1d convolutional layers followed by layer normaliza-
tion (Ba, Kiros, and Hinton 2016) to map Q and R into
Hq ∈ R

lq×dh and Hr ∈ R
lr×dh respectively, i.e.,

Hq = f conv
q (Q) and Hr = f conv

r (R). (7)

Note that f conv
q and f conv

r in (7) do not share weights. We
use two independent layers for Q and R, since their prop-
erties are different. For example, the feature vectors in Q
are more similar to each other than those in R because the
query video contains a trimmed action clip while the ref-
erence video may contain multiple action and background
segments.

Attention Modules After extracting the features of
videos, we employ two attention modules described above
to enhance the signals of the action region and suppress sig-
nals of background regions in a reference video.

The first step is to apply the proposed multiscale attention
module to capture the interactions between the query video
and a reference video, namely

Hmatt = fmultiAtt(Hr,Hq), (8)

where Hmatt ∈ R
lr×k is composed of k sequences of at-

tention score. These attention score sequences are computed
based on convolutional layers with different kernel sizes and
dilation rates. Therefore, Hmatt brings information from
various temporal scales.

Then, we apply the self-attention layer to the reference
video, i.e.,

Hsatt = fselfAtt(Hr). (9)

Note that the query video is not taken into account in (9)
where we focus on the relationships between frames in the
reference video. We fuse the context information according
to the attention weights at each timestamp in the reference
video. The output Hsatt ∈ R

lr×hdk encodes self-attention
between frames of the reference video, and hence is effective
in separating the action part from the background part of
the reference video. Therefore, we concatenate Hmatt and
Hsatt and use them as the input to the localization layer.

Localization Predictor Following (Feng et al. 2018), we
use a localization predictor to classify the frames of the
reference video into four categories: starting point, ending
point, action region, and background region (out of action
region). The exact action boundary is then inferred via post-
processing, which will be specified later.
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The localization predictor consists of two LSTM layers.
The first LSTM is bidirectional and is applied to encode the
global information into each local feature, i.e.,

hm
i = BiLSTM(Concat(hmatt

i ,hsatt
i ),hm

i−1), (10)

where hmatt
i ∈ R

1×k and hsatt
i ∈ R

1×2dh are the i-th rows
of Hmatt and Hsatt respectively. They represent features at
timestamp i while hm

i is the hidden state.
The second LSTM layer accompanied with a softmax

function classifies each frame i of the reference video:

pi = softmax(hl
iW

l + bl), (11)

hl
i = LSTM(hm

i ,hl
i−1), (12)

where hl
i ∈ R

1×dl is the hidden state of the LSTM. Wl ∈
R

dl×4 and bl ∈ R
1×4 are trainable parameters. The output

pi ∈ R
1×4 represents the probabilities of being a starting

point(p1i ), an ending point (p2i ), action (p3i ), and background
(p4i ) at the i-th frame of the reference video. And we denote
the probability sequences over the reference video as pj =

[pj1, ..., p
j
lr
] for j ∈ {1, 2, 3, 4}.

Objective Function

The co-attention loss is proposed by (Hsu, Lin, and Chuang
2018) and is used for unsupervised object co-segmentation.
It aims to segment the object region without pixel-level an-
notation. We adopt the co-attention loss to train our model
under the weakly supervised setting. Our model can also be
modified for fully supervised video re-localization by updat-
ing the weighted cross entropy loss.

Co-Attention Loss Video clips belonging to the same ac-
tion category are supposed to have similar representations in
the feature space. That is, the distance between their features
should be small. On the other hand, the distance of features
from an action video clip to background clips or other clips
of different categories should be larger. Utilizing this prop-
erty, the co-attention loss can guide the model to separate
the action part and background part of a reference video.
More importantly, it does not need frame-level location an-
notations, and calculates only the distance between features
to detect the plausible action region in the reference video.

To begin with, we average the extracted features of the
query video to represent the query, i.e.,

qa =
1

lq

lq∑

i=1

qi ∈ R
1×df , (13)

where qi ∈ R
1×df is the i-th row of Q and the feature of

query video at timestamp i. Similarly, we have ri ∈ R
1×df ,

the i-th row of R, for the reference video.
Then, we normalize the probability sequence pj ∈ R

lr×1,
which is predicted by the localization layer, along the time
axis to obtain the normalized action probability sequence

gji =
pji∑lr
i=1 p

j
i

∈ R
lr×1. (14)

Here we use the normalized action probability sequence g3

to weight the reference video features as ra ∈ R
1×df , which

represents the action region features of the reference video.
Similarly, we use the normalized background probability se-
quence g4 as weights to yield rb, which represents the back-
ground region features of the reference video, i.e.,

ra =

lr∑

i=1

ri · g3i and rb =

lr∑

i=1

ri · g4i . (15)

The co-attention loss is defined by

lossc =
exp(−d+)

exp(−d+) + exp(−d−)
, (16)

d+ = cos(qa, ra), (17)
d− = α · cos(qa, rb) + (1− α) · cos(ra, rb), (18)

where cos(·, ·) denotes the cosine distance and α is a hy-
perparameter, which is used to balance the two terms in the
equation. Minimizing this loss lossc will minimize the dis-
tance between qa and ra. At the same time, it also maxi-
mizes the distance between ra and rb as well as the distance
between qa and rb. This loss can guide the model to separate
the action region from the background region.

Weighted Cross Entropy Loss Our model can be gener-
alized to fully supervised video re-localization by using the
weighted cross entropy loss (Feng et al. 2018) where the
frame-level location annotation are exploited. The weighted
cross entropy loss lossw is defined by

lossw = − 1

lr

lr∑

i=1

wi

4∑

n=1

yni log(p
n
i ), (19)

where yni is the ground truth and wi is the weight to make
model pay more attention on the boundary. Because there
are only one starting point and one ending point in a ref-
erence video, we need to give heavier weight at boundary
positions. Following (Feng et al. 2018), we set wi to 10 if
y1i + y2i > 0, which means that it is a starting point or an
ending point at timestampi; Otherwise, we set wi to 1.

Inference

By taking a pair of videos, a query video and a reference
video, as input to the learned model, we obtain four se-
quences of probabilities. We need to figure out the exact
starting and ending timestamps, s and e. In the fully super-
vised setting, we follow (Feng et al. 2018) and make the
prediction by

(s, e) = argmax
s,e

p1sp
2
e(

e∏

i=s

p3i )
1

e−s+1 (20)

Finally, we will choose the segment with the largest joint
probability as the prediction of the starting and the ending
timestamps.

In the weakly-supervised setting, we do not have the lo-
cation annotation in the training stage. Without the cross en-
tropy loss, the network cannot predict p1 and p2. Therefore,
we directly use p3 to find s and e. Specifically, we average
p3 into p̄3 and use it as a threshold. We seek the longest
segment whose p3i are all above the threshold as the final
prediction.
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number of heads kernel size dilation rate number of kernels
8 1 1 32
8 3 1 32
8 3 2 32
8 3 3 32
8 3 4 32

Table 1: We show the parameters used in the multiscale at-
tention module.

Experimental Results

In this section, we evaluate our method on the benchmark
dataset. We first introduce the dataset and the evaluation
metric for video re-localization. Then, we give the details
of our implementation and introduce the methods for com-
parison. The experimental results and ablation study under
weakly supervision and fully supervised settings are exhib-
ited. Finally, we visualize the output of multiscale attention
module for gaining insight into the quantitive results.

Dataset and Evaluation Metric

Dataset The dataset used for video re-localization is col-
lected in (Feng et al. 2018) from ActivityNet (Heilbron et al.
2015), which is a large-scale action localization dataset with
segment-level action annotations. The new collected dataset
has 9,400 untrimmed videos, and each video contains only
one action instance. The dataset is split into three disjoint
sets including the training, validation and testing sets. The
training set contains 160 classes and totally 7,593 videos.
There are 7,593 videos of 160 classes in the training set,
978 videos of 20 classes in the validation set and 829 videos
of 20 classes in the testing set. For the training of the fully
supervised method, we randomly sample two videos in the
same action class. Then, we crop one of them into a trimmed
action segment as a query video, and the other one is con-
sidered as as the reference video. However, when we train
the weakly supervised model, the training dataset is split
into two parts in advance, one part for the query videos and
the other for the reference videos, to avoid the usage of the
groundtruth.

Evaluation metric We use the evaluation metric in the ac-
tion localization task to evaluate the proposed method. Fol-
lowing (Feng et al. 2018), we calculate the top-1 mean aver-
age precision (mAP) under the four temporal IoU thresholds
including 0.5, 0.6, 0.7, 0.8 and 0.9. The average over these
four mAPs is also calculated to the result evaluation.

Implementation Details

For each video, the features are first extracted with the pre-
trained C3D network provided by the ActivityNet Challenge
2016. Each feature is extracted over 16 frames without the
temporal overlap. Then, with these extracted features, we
use the principal component analysis method (PCA) for the
dimension reduction to deduce the computational cost. The
dimensions of both features, dq and dr, are 500. The dimen-
sions of the hidden state dh and dl are both set as 128. In the
self attention layer, we use two heads, i.e. h = 2, and set dk
as 32. In the multiscale attention layer, we use 40 heads, i.e.

(a) fully supervised (b) weakly supervised

Figure 4: We visualize the “heads” of the multiscale atten-
tion modules. There are 40 columns in each figure that rep-
resent the outputs of the 40 heads. The parameter setting of
each head can be referred to Table 1. There are 49 rows to
represent the 49 timestampes in the reference video. The red
box frames the action region of it.

k = 40. The details of the convolutional layer parameters
of each head are summarized in Table 1. We adopt dropout
before and after the BiLSTM in the localization predictor,
and the dropout rates are set as 0.4 and 0.2, respectively. The
model is optimized by an Adam solver with a batch size of
128. The initial learning rate is set as 0.001 and decreased
by 10 per 200 iterations. In the inference stage, the max-
imum number frames in the predicted segment are set as
1024 frames for the fully supervision setting, but it is not
limited in the weakly supervision setting.

For the weakly-supervised setting, the co-attention loss
is adopted during the training. Before calculating the co-
attention loss, we first use the predicted action region, to
generate an action mask and a background mask. Then, we
apply these mask on the p3 and p4, respectively. We found
this mask is beneficial to the weakly-supervised training.
More specifically, we use the co-attention loss without the
masks at the first 100 iterations, then optimize the model via
the co-attention loss with the masks at the remaining itera-
tions.

Competing Methods

We summarize the competing methods we adopt here.

• Random. We randomly pick a starting and an ending time
within the length of the reference video as predictions.

• Frame-level baseline (Feng et al. 2018). This baseline
needs neither localization labels nor training. It calculates
the distance between each pair of normalized features in
the query video and the reference video. It make predic-
tion based on average distance of the segment.

• Video-level baseline (Feng et al. 2018). The prediction is
obtained by using a LSTM to encode each video segment
in the reference video into a vector, and finding the seg-
ment most similar to that of the query video. The weights
in LSTM are updated by minimizing the triplet loss.

• Statistical prior baseline. We first normalize the length
of each video to 1, and then compute the average starting
and end points in the training set, which are at 0.3265 and
0.6509, respectively. Finally, we apply this prior knowl-
edge to predict the testing set.
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mAP @1 0.5 0.6 0.7 0.8 0.9 Avg.
Random 16.2 11.0 5.4 2.9 1.2 7.3
FL Baseline 18.8 13.9 9.6 5.0 2.3 9.9
ours
base model 34.4 25.1 17.0 9.8 3.6 18.0
+multiscale 34.7 26.1 20.0 11.2 3.7 19.2
+selfatt 35.0 28.5 21.0 10.2 3.6 19.7
full model 36.5 30.6 21.2 11.4 3.8 20.7

Table 2: Performance of the proposed weakly supervised
model on the testing set.

• SST (Buch et al. 2017). SST is a model designed for ac-
tion proposal. Given a video, it would finds all of possi-
ble action segments and assign a confidence score to each
one. For video re-localization task, the segment with the
highest confidence will be chosen as the final prediction.

• CGBM model (Feng et al. 2018). It is a model with three
layers of LSTM. In addition, they design cross gating and
bilinear matching mechanisms to capture the interactions
between query video features and reference video fea-
tures.

Comparison with Weakly Supervised Methods

Table 2 shows the results of our model trained under weakly
supervision setting. We compare our model with other meth-
ods trained without frame level location annotation. From
the table, we can observe that our model exceeds FL Base-
line (Frame-level baseline) by about ten percent on average
top-1 mAP. It even surpasses some fully supervised method
in Table 4.

Ablation study is also conducted to evaluate the attention
modules in our model. For our base model, we remove the
self-attention features (Hsatt) and set all convolutional lay-
ers in the multiscale module with kernel size 3 and dilation
rate 1. We have tried to use 1D convolutional layers with
kernel size 1, but it didn’t work. By observing the attention
maps in the module, we find that the outputs of convolu-
tional layers with kernel size 1 are ”flatter” than the layers
with bigger kernel size. This may lead to the model hard to
separate the action region and the background regions. The
results in Table 2 shows that both of the multiscale and the
self attention mechanisms improved the performance.

We also tried to find the best ratio α for co-attention loss.
The experiment results are presented in Table 3. It shows that
in addition to considering the relation between the reference
video and the query video, pushing the distance between the
action region feature and the background region feature in
the reference video is also important. The model achieves
the best performance as α = 0.3.

Comparison with Fully Supervised Methods

Our method can easily be modified for the fully supervision
setting by training with the weighted cross entropy loss. In
Table 4, we show the performance of our model under the
fully supervised setting and make a comparison with other
methods trained under the same condition. In the table, our

mAP @1 0.5 0.6 0.7 0.8 0.9 Avg.
α = 1 34.4 25.4 18.5 10.5 3.2 18.4
α = 0.7 35.4 27.6 19.9 10.8 4.8 19.7
α = 0.5 34.6 28.0 21.0 12.2 4.9 20.1
α = 0.3 36.5 30.6 21.2 11.4 3.8 20.7
α = 0 32.7 26.7 19.9 11.2 5.2 19.0

Table 3: Performance with different values of α.

mAP @1 0.5 0.6 0.7 0.8 0.9 Avg.
Stat. prior 25.4 16.5 2.3 2.3 1.2 10.7
VL Baseline 24.3 17.4 12.0 5.9 2.2 12.4
SST 33.2 24.7 17.2 7.8 2.7 17.1
CGBM 43.5 35.1 27.3 16.2 6.5 25.7
ours
lossw 45.3 37.6 27.7 17.0 8.3 27.2
lossw + lossc 46.5 37.8 29.7 18.0 8.7 28.2

Table 4: Performance of the proposed fully supervised
model on the testing set.

model is better than the CGBM model (Feng et al. 2018),
which is the current state-of-the-art method, only using the
cross entropy loss without the co-attention loss. The perfor-
mance gain is attributed to the use of attention modules. Our
attention mechanism keeps temporal information more com-
pletely by using convolutional layers with different kernel
sizes and dilation rates. We also report the result by our full
model. With the co-attention loss, our model can get 1 more
percent performance gain. It shows that the co-attention loss
is also helpful under the fully supervised setting.

Visualization

An advantage of our model is that its working can be inter-
preted via the attention mechanism. Thus, we here visualize
the outputs of the multiscale attention modules in Figure 4
with the input data sampled from the testing set. Figures 4(a)
and 4(b) are the outputs of our method under fully super-
vision and weakly supervision settings, respectively. From
the figure, we find that heads exactly detect on differences
of features. For the outputs of the fully supervised attention
module, values in the red box are obviously higher than val-
ues outside. It shows that the cross entropy loss can guide
the attention module to attend on the action region more pre-
cisely than simply using the co-attention loss only. In addi-
tion, we can think of a head output as a probability distri-
bution and then observe that the output of heads with kernel
size of 1 (head index of 1 to 8) is more flat. On the other
hand, heads with larger vision fields have more clear peak.

Conclusions

In this work, we have introduced a new task of weakly su-
pervised video re-localization. To this end, we proposed a
model with the co-attention loss which utilizes the distance
of features to guide the model separating the action region
from the background region in an unsupervised manner. To
preserve the local temporal structure, we design the multi-
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scale attention module which has multiple heads to extract
features from various temporal scales. Finally, the experi-
mental results show that our model achieves the state-of-the-
art performance on the benchmark dataset in both weakly
supervised and fully supervised settings.
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