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Abstract

Actor and action video segmentation with language queries
aims to segment out the expression referred objects in the
video. This process requires comprehensive language reason-
ing and fine-grained video understanding. Previous methods
mainly leverage dynamic convolutional networks to match
visual and semantic representations. However, the dynamic
convolution neglects spatial context when processing each re-
gion in the frame and is thus challenging to segment similar
objects in the complex scenarios. To address such limitation,
we construct a context modulated dynamic convolutional net-
work. Specifically, we propose a context modulated dynamic
convolutional operation in the proposed framework. The ker-
nels for the specific region are generated from both language
sentences and surrounding context features. Moreover, we de-
vise a temporal encoder to incorporate motions into the visual
features to further match the query descriptions. Extensive ex-
periments on two benchmark datasets, Actor-Action Dataset
Sentences (A2D Sentences) and J-HMDB Sentences, demon-
strate that our proposed approach notably outperforms state-
of-the-art methods.

Introduction

Video understanding has attracted ever-increasing attention
in computer vision community, and it serves as a basic foun-
dation for human action recognition (Yang et al. 2016b; Car-
reira and Zisserman 2017; Yang et al. 2016a; Xie et al. 2019;
Yang et al. 2016c), action detection and localization (Huang
et al. 2018), and video object segmentation (Xu et al. 2015;
Kalogeiton et al. 2017). However, these works emphasize
on the coarse grained video understanding, failing to ade-
quately interact with the high-level semantics. Attempting
to study the combination of video content and human lan-
guage, which is a more practical and natural way of human-
computer interaction, Gavrilyuk et al. (2018) introduced a
challenging task of actor and action video segmentation with
language queries, as illustrated in Figure 1.
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Figure 1: The first column shows the input frames. The sec-
ond and the last columns demonstrate the results of state-
of-the-art method and our approach, which reflects the im-
portance of context modeling. Here, the input sentence and
colored mask share the same color if they are corresponding.

Actor and action video segmentation via language is to
segment out the related objects in the query sentences. Re-
cently, many approaches (Hu, Rohrbach, and Darrell 2016;
Li et al. 2017b; Gavrilyuk et al. 2018; Shi et al. 2018;
Margffoy-Tuay et al. 2018; Opazo et al. 2019) have been
exploited to learn the complex interactions between het-
erogeneous modalities. These approaches can be roughly
categorized into two paradigms: heterogeneous feature fu-
sion and dynamic convolution methods. The former frame-
work managed to explore the relationship between differ-
ent inputs by merging their features (Shi et al. 2018). Dy-
namic convolution explicitly models the correlation between
visual and semantic information via convolution computa-
tion, which has been investigated in an increasing number
of works (Margffoy-Tuay et al. 2018; Opazo et al. 2019).
The kernels in dynamic convolution methods are generated
from the embedding of the query sentence to segment ob-
jects in the video. However, the generated spatial-irrelevant
kernel makes it hard to model the contextual visual infor-
mation. It will cause ambiguities if there are similar objects
in the video for the given query. As shown in Figure 1(b),
the model with dynamic convolution fails to segment target
objects in query sentences. To address this, we propose a
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context modulated dynamic network to integrate spatial vi-
sual context and language for computing the segmentation
mask. The convolutional kernels for the specific patch in
our network are adjusted with both query language and the
surrounding features. To incorporate the context more effi-
ciently and effectively, we employ a split-transform-merge
strategy (Zhang et al. 2018) to reduce computation and the
deformable convolution to expand context range.

Temporal evolution has also played a crucial role in video
representation. It encourages the model to narrow the seg-
ment area with the query sentence. As noted in (Brox and
Malik 2010), it is also a salient cue for determining the ob-
ject boundary in video segmentation. For example, some
works (Gavrilyuk et al. 2018; Ji et al. 2018) utilize optical
flow for better segmentation performance. However, the cal-
culation of optical flow is time-consuming even on graphics
processing units. We employ the convolutional long short-
term memory network (Xingjian et al. 2015) to encode rel-
ative motions in feature maps. In this way, we can integrate
the temporal features into the context modulated convolu-
tion to segment the target object in videos. Overall, the main
contributions of our approach can be summarized as follows:
• We propose a novel context modulated dynamic convolu-

tional network with groupwise kernel predication, to in-
corporate context information into the correlation learn-
ing of heterogeneous modalities, for more effective actor
and action video segmentation with language queries;

• We frame a simple yet effective pixel-level temporal evo-
lution encoder to explicitly capture motion information,
obtaining further performance improvement on actor and
action video segmentation;

• Extensive experiments on two popular video segmenta-
tion datasets, A2D Sentences and J-HMDB Sentences,
demonstrate that our proposed approach significantly out-
performs state-of-the-art methods.

Related Work

Actor and Action Video Segmentation. Towards under-
standing different actions performed by different actors in
the video, Xu et al. (2015) released the Actor-Action Dataset
(A2D) with various actor-action tuples and introduced an in-
teresting task of actor and action video segmentation. Early
works, based on the supervoxels features, mostly utilized
graphical models to group the spatial and temporal infor-
mation for segmentation. Xu et al. (2015) proposed a tri-
layer approach, which consisted of separate classifiers for
actor, action, joint actor-action nodes and conditional clas-
sifiers between single actor or action node and joint actor-
action nodes. Xu et al. (2016) utilized a graphical model
to encourage adaptive and long-range interaction of video
parts. Yan et al. (2017) proposed a robust multi-task rank-
ing model for weakly supervised actor and action video
segmentation. Recently, deep learning has been success-
fully applied in various fields (Margffoy-Tuay et al. 2018;
Wei et al. 2019) as its powerful capability of feature extrac-
tion. Kalogeiton et al. (2017) jointly learned the actor-action
detector on single frames and then performed segmenta-
tion via existing methods. Gavrilyuk et al. (2018) further

annotated A2D with corresponding sentences and extended
the task to actor and action video segmentation with lan-
guage queries. They adopted dynamic convolutions to learn
the correlation between video contents and input sentences.
Wang et al. (2019) utilized “concatenation-convolution” to
align the visual and semantic inputs by performing convolu-
tion on the concatenation of heterogeneous features. These
approaches rely on two-stage architecture (Kalogeiton et
al. 2017), traditional dynamic convolution (Gavrilyuk et al.
2018) or simple “concatenation-convolution” (Wang et al.
2019), while our proposed approach is end-to-end and can
model contextual information during correlation learning,
leading to better segmentation performance.
Actor and Action Localization with Language Queries.
To understand how vision and language interact with each
other, numerous works have been explored on actor and ac-
tion localization with language queries. Yamaguchi et al.
(2017) obtained candidate tubes and conducted multi-modal
retrieval between tubes and textual descriptions for spatio-
temporal person retrieval. Li et al. (2017a) proposed a re-
current neural network with gated attention mechanism to
search person with natural language description. Chen et
al. (2019) utilized cross-gated attended recurrent network to
explore fine-grained interaction and self interactor to per-
form cross-frame matching, for localizing natural language
in videos. Hendricks et al. (2017) integrated global and lo-
cal video features to localize moments in video with input
sentences. Mithun et al. (2019) learned latent alignment be-
tween video and sentence representation to address weakly
supervised video moment retrieval from text queries. Dif-
ferent from above works, we prefer pixel-wise segmentation
for actor and its action in video, which is more challenging
than the task of localization.
Dynamic Networks. Contrasted to the traditional network,
the weights of layers in dynamic network (Xu et al. 2016) are
not fixed after training, namely its weights can be generated
dynamically conditioned on various inputs. Noh et al. (2016)
predicted the weights of fully connected layer with hashing
technique to avoid introduce huge amount of parameters. Li
et al. (2017b) generated all the weights from language or vi-
sion input for tracking person, which was difficult to train.
As a generalization of conditional normalization, Perez et al.
(2018) predicated the parameters of the feature-wise affine
transformation from input sentences to conduct visual rea-
soning. These methods usually lack the capability of con-
text modeling while our proposed approach can incorporate
contextual information into correlation learning, resulting in
better interaction between different modalities.

Methodology
Given a video and language query, our approach aims to seg-
ment out the actor and its action relevant to the input query.
The architecture of our approach is illustrated in Figure 2,
which consists of multi-modal feature encoder, context mod-
ulated dynamic network and temporal evolution encoder.

Multi-modal Feature Encoder

Video Feature Encoder. To effectively encode appearance
and motion information for actor-action pair, we adopt 3D
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Figure 2: Our proposed Context Modulated Dynamic Convolutional (CMDyConv) networks, which consists of multi-modal
feature encoder and context modulated dynamic network. There are also a temporal evolution encoder (i.e., ConvLSTM) to
explicit model motion information. After extracting video and text features, our proposed approach performs context modulated
dynamic convolution three times and generates the final segmentation output.

convolution network to learn video representation. How-
ever, 3D convolution networks are difficult to train from
scratch, especially without a large scale video dataset for
training. In order to benefit from the 2D convolution net-
works pre-trained on ImageNet (Deng et al. 2009), Carreira
et al. (2017) proposed Inflated 3D ConvNet (I3D) and ob-
tained state-of-the-art performance on video classification.
Here, we adopt I3D as basic video feature encoder. Specif-
ically, the clip features are generated by temporal average
pooling on extracted intermediate output and followed L2

normalization on each pixel. Following (Gavrilyuk et al.
2018), given a video clip V ∈ R

3×NV ×HV ×WV , the video
encoder can be defined as

FV = L2(Avg(pI3D(V ))), (1)

where L2 and Avg stand for L2 normalization and tempo-
ral average pooling, pI3D stands for the partial layers of
I3D feature extractor. NV , HV , and WV denote the num-
ber (i.e., 16), the height (i.e., 512), and the width (i.e., 512)
of sampled input clip, respectively. For video representation
FV ∈ R

HF×WF×DF , HF , WF and DF denote the height
(i.e., 32), the width (i.e., 32) and the dimension (i.e., 832) of
extracted video feature map, respectively.

We upsample the feature map in a progressive manner like
in (Gavrilyuk et al. 2018). The small and medium resolution
(i.e., 32×32×832 and 128×128×256) video features are de-
noted as FS

V ∈ R
HS

F×WS
F ×DS

F and FM
V ∈ R

HM
F ×WM

F ×DM
F ,

which can be formulated as

FM
V = Decon(FS

V ), (2)

where Decon stands for deconvolution network and FS
V is

the same as FV above. In order to keep the trade-off be-
tween segmentation performance and computation cost, we
conduct the interaction at the medium resolution. For sim-
plicity, we define the whole video encoder as

FM
V = EncV (V ; θV ), (3)

where EncV is the video encoder parameterized with θV .

Text Feature Encoder. To extract sentence features, we first
translate each word to vector via the word2vec model pre-
trained on the Google News Dataset (Mikolov et al. 2013).
Then temporal information of whole sentence is captured by
recurrent neural networks as in (Hu, Rohrbach, and Darrell
2016; Li et al. 2017b). After that, sentence features are ob-
tained by conducting temporal max-pooling along word or-
ders. Specifically, each word is encoded as 300-dimensional
word vector and the sentence can be regarded as a feature
matrix S ∈ R

NW×DW . NW is the maximum length (i.e., 20)
of words in the sentences and DW is the feature dimension
(i.e., 300) of word vector. It should be noted that longer sen-
tences are truncated and shorter sentences are padded with
zeros to obtain the fixed dimensional sentence representa-
tion. Therefore, the text encoder can be defined as

FT = Max(EncT (S; θT )), (4)
where Max is the temporal max-pooling along word orders,
EncT is text encoder parameterized with θT . FT ∈ R

DT is
the extracted sentence representation with dimension DT .

Context Modulated Dynamic Network

The comparison between traditional dynamic convolution
and our proposed approach is illustrated in Figure 3. Fol-
lowing (Gavrilyuk et al. 2018), given video representation
FM
V ∈ R

HM
F ×WM

F ×DM
F and sentence representation FT ∈

R
DT , the prediction of dynamic weights from the input sen-

tence can be formulated as
k = δ(WkFT + bk), (5)

where δ is the tanh function and k ∈ R
DM

F is the predicted
dynamic weights with the same number of channels as FM

V .
This process can be implemented efficiently with fully con-
nected layers (i.e., Wk and bk). Then the dynamic weights
are convolved with FM

V to generate pixel-wise segmentation
response map RM ∈ R

HM
F ×WM

F ×1 as

RM = k ∗ FM
V =

DM
F −1∑

i=0

ki · (FM
V )i, (6)
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Figure 3: The comparison between the traditional dynamic convolution and our proposed method. (a) is the traditional dynamic
convolution. (b) is our elaborate dynamic convolution using group convolution G and pointwise convolution P . (c) is the
proposed context modulated dynamic convolution and takes the neighbor pixels into consideration. (d) is the deformable version
of (c), which attempts to address geometric deformation by predicting 2D offsets during sampling procedure S .

where the subscript i denotes the i-th channel. However, tra-
ditional dynamic convolution will introduce numerous pa-
rameters, which makes it impossible to scale to the entire
network for obtaining better performance.
Context Modulated Dynamic Convolution. To address
this problem, we frame a novel dynamic convolution with
groupwise kernel prediction. Concretely, we utilize group
convolution (e.g., the number of groups equals to the number
of output channels) to greatly reduce the number of weights
to be predicted. Then we adopt pointwise convolution to ag-
gregate information across groups and increase the channels
to original input for residual connection simultaneously. For-
mally, the elaborate dynamic convolution can be defined as

RM = P(G(k, FM
V )) = P(

N−1∑

i=0

G−1∑

j=0

ki,j · (FM
V )i,j), (7)

where P(·) and G(, ) stand for pointwise and group convolu-
tion. N = DM

F /G and G are the number (e.g., 4) of channels
in each subgroup and the number (e.g., 64) of total groups.
The subscripts i, j denotes the i-th channel in j-th group.
Thus, RM ∈ R

HM
F ×WM

F ×DM
F has the same number of chan-

nels with input, without predicting more dynamic weights.
Besides, human tends to describe objects with the spa-

tial qualifiers, such as “bottom left” and “in the middle”. To
identify them, we concatenate the spatial coordinate features
C ∈ R

HM
F ×WM

F ×DM
C along channel dimension with the out-

puts after group convolution, which can be formulated as

RM = P([G(k, FM
V ), C]), (8)

where [, ] denotes the concatenation operation. Compared
with the direct interaction (i.e., [FM

V , C] and k) in traditional
dynamic convolution, our proposed progressive interaction
method achieves better performance. One possible reason is
that it makes the training simpler than direct interaction.

Based on the proposed dynamic convolution, we stack it
multiple times and employ residual connection in each one
to learn complex correlations between different modalities.
Nevertheless, the input sentence does not possess any ex-
plicit spatial information, consequently generating spatial-

irrelevant dynamic weights and then leading to unsatisfac-
tory segmentation performance. To equip with the capability
of context modeling in dynamic convolution, we endow the
operation with learnable spatial-revelant filters to incorpo-
rate neighbor information into correlation learning. In other
words, the final weights should not only query-dependent
but also content-dependent, which means

k = K(FT , F
M
V ). (9)

For simplicity, we process them separately and update the
above equation to

k = kT · kV = KT (FT ) · KV(FM
V ), (10)

where kT stands for a fully connected layer to generate
weights from input query and kV denotes a convolutional
layer to predict weights from input video. Then the context
modulated dynamic convolution can be formulated as

RM
p = P(

N−1∑

i=0

G−1∑

j=0

∑

l∈Ω(p)

kTi,j · kVi,j,l · (FM
V )i,j,l), (11)

where Ω(p) denotes the sliding window at location p and the
subscripts i, j, l means the l-th pixel in Ω(p) of i-th channel
in j-th group. As the geometric variations such as the pose
and part deformation can greatly affect the learning of visual
information, Dai et al. (2017) introduced deformable convo-
lution to enhance the transformation modeling capability of
existing CNNs. Hence, we adopt an extra branch to learn the
2D offsets during spatial sampling and finally formulate our
proposed context modulated dynamic convolution as

RM
p = P(

N−1∑

i=0

G−1∑

j=0

∑

l∈Ω(p)

kTi,j · kVi,j,l · (FM
V )i,j,l+Δl), (12)

where Δl is the learnable 2D offsets. For simplicity, the pro-
cedure of correlation learning can be defined as

RM = CMDyConv(FV , FT ; θD), (13)

where CMDyConv is the context modulated dynamic con-
volution network parameterized with θD. As a result, the
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spaital-irrelevant dynamic weights predicted from input sen-
tence are modulated with the spatial-revelant weights gen-
erated from input video to take contextual information into
consideration when learning the correlation, achieving bet-
ter segmentation performance.

Temporal Evolution Encoder

It is well-known that temporal evolution plays a crucial role
in video representation. Although 3D convolution can im-
plicitly capture spatio-temporal information to some extent,
explicit modeling of temporal dynamics (Carreira and Zis-
serman 2017; Ji et al. 2018) still brings further performance
improvement in many fields. Optical flow is most commonly
used for modeling motion information. However, the calcu-
lation of optical flow is extremely time-consuming even on
GPUs. Hence, we adopt convolutional long short-term mem-
ory network (ConvLSTM or CLSTM) to learn pixel-level
temporal evolution. The key equations of ConvLSTM are
summarized as

it = σ(Wxi ∗Xt +Whi ∗Ht−1 +Wci ◦ Ct−1)

ft = σ(Wxf ∗Xt +Whf ∗Ht−1 +Wcf ◦ Ct−1)

gt = tanh(Wxc ∗Xt +Whc ∗Ht−1)

Ct = ft ◦ Ct−1 + it ◦ gt
ot = σ(Wxo ∗Xt +Who ∗Ht−1 +Wco ◦ Ct)

Ht = ot ◦ tanh(Ct),

(14)

where Xt, Ht and Ct are inputs, hidden states and cell out-
puts. it, ft, gt, ot, ∗, ◦ and W·,· denote input gate, forget
gate, cell gate, output gate, convolution, elementwise multi-
plication and learnable weights, respectively. We utilize the
hidden state at last timestep as temporal representation. Af-
ter feeding video clip into video encoder, we enhance video
feature in equation (2) with explicit temporal evolution en-
coding in equation (14) and update it to

FM
V = [Decon(FS

V ),Decon(CLSTM(pI3D(V )))], (15)

where [, ] is the concatenation operation.

Training and Inference

Given video clip V and input sentence S, our proposed ap-
proach generates pixel-wise segmentation mask RL, which
is supervised with the binary ground-truth Y . Specifically,
the segmentation loss L can be formulated as

L = −λY log(σ(RL))− (1− Y ) log(1− σ(RL)), (16)

where RL is the bilinear interpolation of RM and σ is the
sigmoid function. Here, we weight the foreground with λ
to pay more attention on them than the background. During
inference, we take a pixel as foreground when its value is
higher than the half of the maximum value in response map.

Experiment

In this section, we first introduce the dataset statistics and
implementation details used in all experiments. Then we
compare our proposed approach with state-of-the-art meth-
ods to verify its effectiveness. Finally, we give a detailed ab-
lation studies of each component in our model and provide
qualitative visualizations of experimental results.

Datasets and Evaluation Criteria

A2D Sentences is released in (Gavrilyuk et al. 2018) by ad-
ditionally providing corresponding human natural descrip-
tions on A2D (Xu et al. 2015). There are total 3,782 videos
collected from YouTube in original dataset, which contain 8
action classes (i.e., climbing, crawling, eating, flying, jump-
ing, rolling, running and walking) performed by 7 actor
classes (i.e., adult, baby, ball, bird, car, cat and dog). For
pixel-wise masks, 3 to 5 frames in each video are labeled to
evaluate segmentation performance. Then A2D is extended
with 6,655 sentences to suite for the task of actor and ac-
tion video segmentation from a sentence. We split the whole
dataset into 3,017 training videos, 737 testing videos and 28
unlabeled videos, as followed in (Gavrilyuk et al. 2018).

J-HMDB Sentences contains total 928 videos, which are
annotated with the pixel-wise 2D articulated human puppet
masks. It is also extended from J-HMDB dataset (Jhuang et
al. 2013) by annotating 928 natural language sentences to
describe the actor and its action in the video.

To evaluate the segmentation performance, we adopt the
common criteria of Intersection-over-Union (IoU) and preci-
sion. Specifically, the overall IoU computes the ratio of total
intersection area divided by the total union area on the whole
dataset while mean IoU calculates the ration of each sample
first and obtains the average results on entire dataset. The
precision@t reports the percentage of testing samples whose
IoU scores are higher than threshold t. We also compute the
mean average precision over different thresholds from 0.50
to 0.95 with the step 0.05.

Implementation Details

For multi-modal feature encoder, we adopt pre-trained I3D
model as video encoder and Gated Recurrent Unit (GRU)
(Chung et al. 2014) as text encoder. Specifically, we extract
the intermediate features of I3D model at maxpool3d 4a
and then fine-tune all layers of mixed 4∗. For temporal
evolution encoder, we utilize convolutional LSTM with the
same hidden dimension as input. The deconvolution mod-
ule consists of a deconvolution layer (i.e., kernel size 8 and
stride 4) and a convolutional layer (i.e., kernel size 3). The
maximum length of sentences is set to 20 and the dimen-
sion of word vector is 300. The dimension of sentence fea-
tures are 600 as we set the hidden dimension of GRU as 300
and adopt its bi-directional variant. For context modulated
dynamic network, we utilize a fully connected layer to gen-
erate weights from input queries and a convolutional layer
to predict weights from input video. The kernel size in each
context modulated dynamic convolution module is 3 and we
stack this module 3 times with residual connection. The last
module generate segmentation response map directly.

The experiments are trained with the PyTorch package
on 4 GPUs. The optimizer is Adam with the learning rate
1× 10−3. The batch size is 36 and the number of maximum
training epochs is 10. We divide the learning rate by 10 af-
ter every 6 epochs. The weight of foreground pixels λ is set
to 1.5 by observing segmentation performance. We fix the
annotated frame in the middle of the sampled clip.
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Table 1: Segmentation results on A2D Sentences. The approaches marked by † fine-tune the layer mixed 4f while the others
marked by ‡ fine-tune the layers from mixed 4b to mixed 4f on the A2D Sentences. It should be noted that the results of
(Gavrilyuk et al. 2018) are obtained on two streams - RGB and Optical Flow while ours only take RGB frames as input.

Method
Overlap mAP IoU

P@0.5 P@0.6 P@0.7 P@0.8 P@0.9 0.5:0.95 Overall Mean
(Hu, Rohrbach, and Darrell 2016) 7.7 3.9 0.8 0.0 0.0 2.0 21.3 12.8

(Li et al. 2017b) 10.8 6.2 2.0 0.3 0.0 3.3 24.8 14.4
(Hu, Rohrbach, and Darrell 2016) † 34.8 23.6 13.3 3.3 0.1 13.2 47.4 35.0

(Li et al. 2017b) † 38.7 29.0 17.5 6.6 0.1 16.3 51.5 35.4
(Gavrilyuk et al. 2018) † 50.0 37.6 23.1 9.4 0.4 21.5 55.1 42.6
(Gavrilyuk et al. 2018) ‡ 53.8 43.7 31.8 17.1 2.1 26.9 57.4 48.1

Ours 60.7 52.5 40.5 23.5 4.5 33.3 62.3 53.1

Table 2: The generalization ability of each method on J-HMDB Sentences with the best model trained on A2D Sentences.

Method
Overlap mAP IoU

P@0.5 P@0.6 P@0.7 P@0.8 P@0.9 0.5:0.95 Overall Mean
(Hu, Rohrbach, and Darrell 2016) † 63.3 35.0 8.5 0.2 0.0 17.8 54.6 52.8

(Li et al. 2017b) † 57.8 33.5 10.3 0.6 0.0 17.3 52.9 49.1
(Gavrilyuk et al. 2018) † 69.9 46.0 17.3 1.4 0.0 23.3 54.1 54.2
(Gavrilyuk et al. 2018) ‡ 71.2 51.8 26.4 3.0 0.0 26.7 55.5 57.0

Ours 74.2 58.7 31.6 4.7 0.0 30.1 55.4 57.6

Table 3: Segmentation results on A2D Sentences for ablation studies. Context modulated dynamic convolution and its de-
formable version are abbreviated as “CMDyConv” and “DCMDyConv”, respectively.

Method
Overlap mAP IoU

P@0.5 P@0.6 P@0.7 P@0.8 P@0.9 0.5:0.95 Overall Mean
(Gavrilyuk et al. 2018) ‡ 53.8 43.7 31.8 17.1 2.1 26.9 57.4 48.1

Baseline (DyConv) 55.7 46.4 33.8 18.9 2.3 28.5 60.2 49.3
Baseline + Our DyConv 55.4 47.0 35.2 20.0 2.8 29.3 60.1 50.1
Baseline + CMDyConv 57.5 48.4 36.5 20.6 3.0 30.2 61.3 51.0

Baseline + DCMDyConv 60.4 52.7 40.9 23.4 3.8 33.3 62.6 53.0
Baseline + DCMDyConv + Temporal 60.7 52.5 40.5 23.5 4.5 33.3 62.3 53.1

Comparison with State-of-the-art Methods

The comparison with state-of-the-art methods is demon-
strated in Table 1. Following (Gavrilyuk et al. 2018), we
first evaluate the models (Hu, Rohrbach, and Darrell 2016;
Li et al. 2017b) pre-trained on ReferIt dataset (Kazemzadeh
et al. 2014) and then evaluate the fine-tuned version on
A2D sentences. Experimental results in the first four rows
show that the model remarkably improves the performance
by fine-tuning on video segmentation task. Besides, we get
more layers fine-tuned and take the order of words into
consideration, obtaining extra performance improvement in
the sixth row. Our approach achieves state-of-the-art perfor-
mance on all metrics, especially at higher IoU thresholds.
The qualitative results on A2D sentences are illustrated in
Figure 4. Our approach generates fine-grained segmentation
of objects, e.g., the arms and legs of actor in the first sample.
The results of the second video show that with the help of
context, our approach obtains better segmentation outputs.
For more complex situation, our approach obviously outper-
forms the existing state-of-the-art, e.g., segmenting out the
inconspicuous sitting person in the third video. To evaluate
the generalization ability of our model, we conduct experi-

ments on J-HMDB sentences with the best model trained on
A2D sentences. We uniformly sample 3 frames in each video
and report the results in Table 2. Our approach significantly
outperforms existing state-of-the-art methods on most met-
rics. For the result of precision@0.9, one possible reason is
that the feature encoder can not produce fine representations
without any fine-tuning on the target dataset.

Ablation Studies. To verify the effectiveness of each
component, detailed ablation studies are conducted in Table
3. The significant differences between Baseline and (Gavri-
lyuk et al. 2018) are that we adopt bi-GRU as text en-
coder, batch normalization to prevent overfitting and inter-
action on medium resolution. First, Baseline utilize the tra-
ditional dynamic convolution while Baseline + Our DyConv
takes our elaborate dynamic convolution. The results ob-
viously show the effectiveness of groupwise kernel predic-
tion and progressive interaction. Then we evaluate the Base-
line+CMDyConv by stacking this module 3 times, which re-
flects the contextual information and the depth of interaction
module are greatly beneficial for this task. Next, we adopt
the deformable version Baseline+DCMDyConv to address
the geometric deformations, achieving further increase on
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Figure 4: Qualitative results on A2D sentences. The first row shows the input frames of sample video. The second row is the
segmentation results of (Gavrilyuk et al. 2018) and the third row illustrates the outputs from our approach. The input sentence
and colored mask share the same color if they are corresponding. The mixtures of colors denotes the overlap of prediction.

semantic segmentation. Finally, we integrate temporal mod-
eling into Baseline+DCMDyConv+Temporal and the results
on most metrics especially precision@0.9 show the explicit
temporal modeling can bring extra improvement. Besides,
the results of direct interaction on mAP@0.5:0.95, Overall
IoU and Mean IoU are 32.5, 61.6 and 52.5, respectively.

Conclusion

In this paper, we have proposed a context modulated dy-
namic convolution network for actor and action video seg-
mentation with language queries, which takes contextual in-
formation into consideration during the correlation learning.
Our approach achieves significant improvement on segmen-
tation performance. In the future, we should denote more ef-
forts to learn the fine-grained corresponding between vision
and language.
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