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Abstract

In this research work, the problem of learning abstract rules
using neural networks is studied and a solution called ‘Re-
lation Based Patterns’ (RBP) which model abstract relation-
ships based on equality is proposed.

The ability to learn abstractions and generalise is seen
as the essence of human intelligence (Brooks 1991). Since
1950s, there have been efforts to build systems that learn
and think like humans (Lake et al. 2016). It is observed that
humans including infants tend to have good generalisation
power when compared to the machine learning models in
which hypothesis is usually approximated and may be prone
to errors.

The examples proposed by Marcus (Marcus et al. 1999;
Marcus 2001; 2018) such as the failure to generalise equal-
ity, distinguish between even to odd numbers or the recog-
nition of ABA or ABB patterns of syllables have attracted a
significant amount of attention in psychology, particularly
in the study of human language learning, but they have
not been addressed systematically as problems of machine
learning and neural networks.

Generally, humans are very effective at extracting abstract
relations (eg: as in Figure 1) from sensory input, often after
very brief exposure.

Figure 1: How do humans perceive grammatical rules?

In abstract pattern learning, series of abstract patterns be
it grammar like rules or sequences of data like music or lan-
guage are used. One of the earliest work on abstract pattern
learning was by (Marcus et al. 1999; Marcus 2001) where
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the abstract grammar like rules are shown to six month old
infants and their task was to distinguish the grammatical
rules. The infants were exposed to sequences of one of the
forms ABA or ABB, e.g. ‘le di le’ or ‘le di di’, for a few min-
utes in the familiarisation phase. In the test phase the infants
were exposed to sequences with a different vocabulary (e.g.
‘ba po ba’ and ‘ba po po’) and the results from the experi-
ments was that the infants were able to learn the grammat-
ical patterns within minutes of habituation. The same task
when reproduced using a recurrent neural network, failed to
distinguish the grammar patterns.

The work by (Elman 1999; Seidenberg and Elman 1999;
Christiansen and Curtin 1999; Shastri and Chang 1999) fo-
cused on using distributed representation of the inputs where
the network was not able to learn the patterns as expected.
Other works used localist representation (Altmann 2002;
Altmann and Dienes 1999; Alhama and Zuidema 2016;
Dominey and Ramus 2000) which suggests that an addi-
tional context or prior experience is necessary for the net-
work to learn these identity rules. This has raised questions
on whether the existing statistical and neural network mod-
els can generalize these abstract patterns or not.

An effective way of solving this problem is to introduce
an inductive bias within the network structure to achieve bet-
ter generalisation from fewer samples of training data. How-
ever, the question then arises about the type of inductive bias
needed to improve the overall generalisation performance.
To achieve better generalisation, the neural network should
be able to learn the required knowledge and apply that to
unseen circumstances or extend it beyond the scope of the
actual problem.

In this research work, the problem of learning abstract
rules using neural networks is studied and a solution called
‘Relation Based Patterns’ (RBP) which model abstract re-
lationships based on equality is proposed. RBP creates an
inductive bias in the neural networks that leads to the learn-
ing of generalisable solutions. It is observed that integration
of RBP leads to almost perfect generalisation in abstract rule
learning tasks with synthetic data and to improvements in
neural language modelling on real-world data.

The primary focus of the research is on the following as-
pects :
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• Why can’t standard neural networks learn grammatical
patterns for example say based on equality?

• How can we make the neural networks learn these gram-
matical abstractions?

• What does it mean to other real world tasks like language
modelling where there are higher level of abstractions in
data?
The RBP model is based on an input that consists of multi-

ple items, where each can be represented by a vector of input
neurons. DR units are used to compare corresponding neu-
rons in different vectors. For the comparison differentiator-
rectifier (DR) units are introduced, which calculate the abso-
lute difference of two inputs: f(x, y) = |x−y|. One DR unit
for every pair of corresponding input unit is created with the
weights from the inputs to the DR units fixed at 1.

There are multiple vector comparisons that correspond to
the different equality relations in patters, e.g. equality of the
pairs of vectors in positions (1,2), (1,3), (2,3), to recognise
patterns of the forms ABA, ABB, AAB, ABC etc.

DR units are integrated as Early Fusion (added to the in-
put layer), Mid Fusion (added to the hidden layer) and Late
Fusion (added to the output layer) in standard neural net-
works.

RBP has been tested on various tasks like learning ab-
stract relations of the form forms ABA, ABB, ABC, AAB
and BAB in various orders to the network as a supervised
formulation of (Marcus et al. 1999) with some variants. It
was observed that without RBP networks never improve
above chance level (50%), and Mid Fusion leads to almost
perfect results.

RBP has also been tested on character prediction and
melody prediction tasks, resulting in significant and con-
sistent improvements, indicating that having a way of mod-
elling lower level abstract relations in data improves the per-
formance in real world tasks like language modelling.

Overall, through this study
• several neural network architectures like feed-forward

networks and recurrent networks with their gated variants
(LSTM and GRU) are evaluated and it was confirmed that
these neural networks do not learn abstract grammar rules
as expected.

• RBP (Relation Based Patterns) method as an inductive
bias has been proposed to enable the learning of abstract
grammatical patterns within the neural network struc-
tures.

• RBP can be integrated into standard neural network archi-
tectures in early, mid and late fusion settings.

• the networks with suitable RBP structure learned the ab-
stract grammar patterns with 100% accuracy.

• the integration of RBP to neural network models im-
proved the performance in neural language modelling
tasks along with artificial grammar learning tasks which
proves that RBP can be expanded to other sequential rule
learning tasks as well.
In future this work can be extended towards improving

the performance of neural networks in providing better ab-

stractions and generalizations for other forms of abstract re-
lations on more complex tasks such as question answering
or perception-based reasoning and other relational learning
tasks.
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