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Abstract

There is an emerging trend for sellers to use videos to
promote their products on e-commerce platforms such as
Taobao.com. Current video production workflow includes the
production of visual storyline by human directors. We pro-
pose a system to automatically generate visual storyline based
on the input set of visual materials (e.g. video clips or still im-
ages) and then produce a promotional video. In particular, we
propose an algorithm called Shot Composition, Selection and
Plotting (ShotCSP), which generates visual storylines lever-
aging film-making principles to improve viewing experience
and perceived persuasiveness.

Introduction

To make promotional videos, a film-making team firstly
takes photos or video clips of the products. These visual ma-
terials (VMs) are then selected and sequenced to form a vi-
sual storyline. Finally, the visual storyline is composed into
a video with visual effects. This manual process is costly
and time-consuming, which makes large-scale video-based
product promotion campaigns infeasible in e-commerce.

To address this issue, we propose a system to automati-
cally generate promotional videos. The system takes a set
of VMs as input. First the VMs are preprocessed, and then
a visual storyline is generated based on film-making princi-
ples. Visual effects are selected and composed into the final
video. In addition, the background music can be considered
to make shot switching fits the rhythm. The system is de-
signed to achieve an engaging viewing experience and per-
ceived persuasiveness. Specifically, an algorithm called Shot
Composition, Selection and Plotting (ShotCSP) is proposed
as a component in the system. A evaluation involving 96
users shows that ShotCSP outperforms the best state-of-the-
art method WBP (Liu et al. 2019) with 61.16% higher view-
ing experience and 89.12% higher perceived persuasiveness.
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Figure 1: An overview of the proposed AI promotional video
generation system.

The Proposed Systems
The proposed AI promotional video generation system is
shown in Figure 1. In the preprocessing step, images and
videos are cropped into one unified proper size based on
its saliency region. Duplicate VMs are also removed. The
ShotCSP step generates a visual storyline based on film-
making principles to provide an engaging viewing experi-
ence and motivate the purchase of products. In ShotCSP,
three film-making principles are adopted:
• The development of shot “proximity” from wide shot

to close up. The visual storyline should start with a wide
shot and gradually narrow to a close-up shot to orientate
viewers to the physical location of the scene. It is useful
when we intend to focus viewers’ attention on a certain
object (e.g., a character or a product).

• Logical story sequence. There should be a logical flow in
the storyline, and it should be easy for viewers to follow.

• Graphic discontinuity. Graphically discontinuous mon-
tage editing is more compelling to viewers compared to
graphically continuous editing, thus leading to a more en-
gaging viewing experience.
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Figure 2: Example storylines generated by different algorithms (shown as flat sequences).

ShotCSP converts these principles into their algorithmic
equivalents. It is composed of three steps: 1) Shot Com-
position: which groups the VMs to compose shots through
scene detection, hierarchical clustering and nearest neighbor
retrieval. This step is essential to guarantee a sound logic
flow; 2) Shot Selection: which selects a set of shots. It is
performed by sub-modular optimization based on the com-
position of scenes, the semantic distance and the perceived
persuasiveness of the shots; and 3) Shot Plotting: which is
a dynamic programming based search for finding the best
sequence. The objective function of this step considers the
shot “proximity”, while taking logic and graphic disconti-
nuity into account. The objective is given as follows:

Minimize:

(1)

n−1∑

i =0

(ασ(SRR(si)− SRR(si+1))

+ βσ(SED(si+1)− SED(si))

+ (1− α− β)SIM(si, si+1)),

Subject to:

if ∃si, sj , i < j, C(si) = C(sj),

then �sk, C(sk) �= C(si), i < k < j,
(2)

where SRR refers to the salient region ratio and SED is the
semantic distance, which measures how related a shot is to
the product being promoted in the video. SIM(si, si+1) are
similarities between two adjacent shots. σ(x) = max(0, x).
C(si) is the scene that the i-th shot si belongs to.

The last step in the system is to create visually-impacted
videos with special effects. We define three different types
of transitions: the shot switching between scenes, within a
scene, and across shots. They can be identified by the out-
put of the first step of ShotCSP. We define transition effects
for each type and then apply them to a given category of
products. The background music can also be considered to
fit visual transitions into the rhythm by using detected beats
(McFee et al. 2015) to determine the duraiton, style and in-
tensity of visual transitions.

Evaluation and Discussion

To evaluate the performance of ShotCSP, we conducted a
user study involving 368 questionnaires from 96 users. We
randomly selected 40 products from Taobao.com, and col-
lected all the images and videos from the product introduc-
tion pages. Each product is considered as a test item.

We evaluate ShotCSP against the state-of-the-art algo-
rithm WBP (Liu et al. 2019) by pairwise comparison. Such

Flow of Viewing Perceived
Logic Experience Persuasiveness

ShotCSP 0.6360 0.6090 0.5819
WBP 0.4009 0.3779 0.3077

ShotCSP
Outperformance 58.64% 61.16% 89.12%

Table 1: Preference score on the flow of logic in visual sto-
rylines, viewing experience and perceived persuasiveness.

a method of evaluation is commonly adopted by related ap-
proaches (Choi, Oh, and So Kweon 2016; Zhong et al. 2018;
Liu et al. 2019). The preference score of an algorithm a
compared with algorithm b is calculated by P (a, b) =
∑|T |

i=0 p̄i(a,b)

|T | , where p̄i(a, b) is the mean of scores when a

compared with b for test item i. T is the set of test items.
Example visual storylines generated by ShotCSP and

WBP are shown in Figure 2. ShotCSP follows an model
display-detail show logic, the proximity across VMs varies
for different shots. While for the WBP, the proximity acorss
VMs changes rapidly, resulting in jumps and the logic flow
causing poor viewing experience. As shown in Table 1,
ShotCSP outperforms the WBP by at least 58.64%.

In the future we will experimentally evaluate the whole
system against a more diverse set of existing approaches. We
will also investigate how the choice of visual effects (e.g.,
using spatial video summarization) can be incorporated into
visual storyline generation to improve the final videos.
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