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Abstract

The distant supervised (DS) method has improved the per-
formance of relation classification (RC) by means of ex-
tending the dataset. However, DS also brings the problem
of wrong labeling. Contrary to DS, the few-shot method re-
lies on few supervised data to predict the unseen classes.
In this paper, we use word embedding and position embed-
ding to construct multi-channel vector representation and use
the multi-channel convolutional method to extract features of
sentences. Moreover, in order to alleviate few-shot learning
to be sensitive to overfitting, we introduce adversarial learn-
ing for training a robust model. Experiments on the FewRel
dataset show that our model achieves significant and consis-
tent improvements on few-shot RC as compared with base-
lines.

Introduction

RC is an important task of natural language processing
(NLP). Previous RC works rely too heavily on supervised
annotation, which is quite expensive. In order to obtain
scaled RC dataset, Mintz et al. (2009) propose a distant su-
pervised method (DS) to generate data automatically. DS
method alleviates the issue of lack of supervised data, while
at the same time, it brings about wrong labeling. How to ex-
tract relation on the basis of few clean and supervised data
remains a challenging task.

Han et al. (2018) introduce a few-shot learning framework
for RC, which can predict the unseen classes with few la-
beled data. Different from the DS method which improves
model performance by training on automatic annotated DS
dataset, the few-shot method tries to build a model with few
labeled data or even without data. Snell, Swersky, and Zemel
(2017) propose prototypical networks for the problem of
few-shot classification based on the assumption that there
exists a prototype for each class. Gao et al. (2019) design
hybrid attention schemes based on prototypical networks for
few-shot RC.

In this paper, we build our model on the few-shot RC
dataset (FewRel) proposed by (Han et al. 2018). We built
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word embedding and position embedding into a multi-
channel form similar to image representation and use multi-
channel convolution neural networks for feature extraction.
Besides, we attack the problem of overfitting in few-shot
learning by introducing adversarial learning in our model
training. We generate an adversarial example by adding
small and continuous perturbations to the raw multi-channel
vector representation for word. Empirically, we evaluate on
the FewRel dataset and demonstrate significant and consis-
tent improvements in RC as compared with the advanced
methods.

Model

Problem Definition. In the training episode of few-shot
classification, we define a function Tk : (S,Q) → y, choos-
ing some examples from each class to build up support set
S and the remainder to serve as query points Q. The sup-
port set has k classes and each class includes j sentences
S = {(s11, · · ·, sj1), (s12, · · ·, sj2), · · ·, (s1k, · · ·, sjk)}, and the
query set has k classes and each class includes h sentences
Q = {(q11 , ···, qh1 ), (q12 , ···, qh2 ), ···, (q1k, ···, qhk )}. The goal of
our model is training a function T to predict the correspond-
ing label y of query point q. Following the recent few-shot
learning setting, we adopt K way J shot for our task as fol-
lows, K = k, J = j.

Vector Representation. Given a sentence s consisting of
n words s = {w1, w2, · · · , wn}, e1, e2 are the two corre-
sponding entities. Each word wi has relative distances of wi

to e1 and e2. We build the word embedding vi and the posi-
tion embedding p1i , p

2
i as a multi-channel vector representa-

tion of rmi = [vi : p
1
i : p2i ].

Multi-Channel Convolution. We use a multi-channel
convolution filter Fm = [Fw : Fp1

: Fp2
] to extract

the local features from different spatial channels of multi-
channel vectors. Next, we sum the extracted local features
on each channel. The convolution operate of A ∈ R

m×n

and B ∈ R
m×n is defined as: A⊗ B =

∑m
i=1

∑n
j=1aijbij .

We can obtain a word feature vector ci by equation: ci =
f(vi∼i+j ⊗Fw + bw). We also can obtain a position feature
vector qi by equation: qi = f(pi∼i+j ⊗ Fp + bp). Here bw,
bp are bias terms and f(φ) is a non-linear function. Finally,
we can obtain the sentence vector representation by add up
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the word feature and the position feature di = ci + q1i + q2i .
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Figure 1: The adversarial training for multi-channel word
embedding. The multi-channel adversarial perturbation is
represented by em = [e1 : e2 : e3].

Adversarial Training for Prototypical Network. There
is a hypothesis in the prototypical network (Snell, Swersky,
and Zemel 2017) that each class has a class prototype. The
probability pφ over classes for a query point is defined as a
softmax over distances to the prototypes. The optimization
is processed by minimizing the loss L(θ) = − log pφ of the
true class via SGD. Previous works get the prototype of a
class by taking the mean of the vector representation of sup-
port examples belonging to its class. However, examples of
the support set are randomly selected from the training set,
and the mean of these samples does not fully represent the
centre of the class. To remedy the error between the mean of
the embedded support examples and the class prototype, we
introduce adversarial training (AT) in prototypical networks.
Different from Wu, Bamman, and Russell (2017), we gener-
ate a small multi-channel adversarial perturbation em to the
multi-channel raw data rm (as shown in Figure 1) that max-
imizes the loss function:

em = arg max
‖e‖≤ε

L(rm + e; θ̂) (1)

where θ̂ denotes a fixed copy of the current model param-
eters and ε is a small bounder norm. In order to simplify
the computation process of Eq.(1), Eq.(1) is replaced by:
em = εg/ ‖g‖, with g = ∇rmL(rm; θ̂).

Experiments

Datasets. We evaluate our model on the few-shot RC dataset
(FewRel), which is developed by (Han et al. 2018). There are
100 relationships, and each has 700 instances. The FewRel
dataset uses separate sets of classes for training and testing,
which uses 64, 16, and 20 relations for training, validation,
and testing respectively.

Baseline Methods. Table 1 illustrates the performance
of our model in comparison with Prototypical Networks
(Proto-CNN) (Snell, Swersky, and Zemel 2017) and Hybrid
Attention-Based Prototypical Networks (Proto-HATT) (Gao
et al. 2019).

Model 5 way 5 shot 10 way 5 shot
Proto-CNN 84.79±0.16 75.55±0.19
Proto-HATT 90.12±0.04 83.05±0.05
Our (Proto-Mul) 86.90±0.16 77.30±0.24
Our (Proto-Mul+AT) 90.70± 0.10 83.70±0.19

Table 1: Accuracies(%) of different models on FewRel test
set.

Result Analysis. From Table 1, we observed the follow-
ing results: (1) The multi-channel convolutional method
(Proto-Mul) has improved by 2% ∼ 3% compared with
CNN on the prototypical network. It indicates that the multi-
channel vector representation can meaningfully fusion word
embedding and position embedding, and the multi-channel
convolution method can effectively extract sentence features
from raw data. (2) With introducing adversarial training in
our model (Proto-Mul+AT), the results under two few-shot
experimental settings have improved by 6%∼ 7% compared
with the strong baselines (Proto-CNN). Moreover, Proto-
Mul+AT performs better compared to Proto-HATT, and they
use an advanced hybrid attention mechanism more than our
model. This shows that the few-shot method has overfitting
on FewRel dataset. It is effective to add small and contin-
uous multi-channel perturbation to the multi-channel vector
representation.

Conclusion

In this paper, we propose a multi-channel convolutional
method with adversarial training for few-shot relation clas-
sification. The experiment results demonstrate that our
method significantly improves the performance and robust-
ness of the model on few-shot RC task.
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