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Abstract

People have presence across different information networks
on the social web. The problem of user identity linking, is
the task of establishing a connection between accounts of
the same user across different networks. Solving this problem
is useful for: personalized recommendations, cross platform
data enrichment and verifying online information among oth-
ers. In this paper, we propose a deep learning based approach
that jointly models heterogeneous data: text content, network
structure as well as profile names and images, in order to
solve the user identity linking problem. We perform experi-
ments on a real world problem of connecting the social profile
(Twitter) and academic profile (DBLP) of researchers. Exper-
imental results show that our joint model achieves a 97% F1
score outperforming state-of-the-art results that consider pro-
file, content or network features only.

Introduction

With increasing content in user-generated Web, the use of
online social media has changed human experience and the
way people communicate and interact with each other. A
study by (Fox and Jones 2013) found that an increasing
number of adults and more than 93% of teens have been
online. Almost all of the users have been using social media,
mainly for communication purposes. This communication is
not only limited to personal interactions, but also helps shar-
ing knowledge and maintaining professional contacts. This
is particularly evident in the scientific community including
researchers, publishers and readers to participate in scien-
tific communication processes supplementing conventional
bibliometric approaches, amplifying the scientific impact of
publications.

The increasing participation of users on social media has
given everyone a platform to have their say but at the same
time brought some issues such as account impersonation on
social networks (De, Bogart, and Collins 2012). It is at times
difficult to tell opinions of experts on a subject matter from
those that echo popular opinions based on hunch on topics
ranging from climate change to consequences of artificial in-
telligence in society. At its core, this problem calls for meth-
ods that link user identities across social networks.

Copyright (© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

240

Jayanth Kumar Reddy Gundam
Leibniz University Hannover
jayanth.gundam @ gmail.com

Current advances in deep learning now enable researchers
to solve many supervised learning tasks that previously re-
quired tedious manual feature engineering without having to
explicitly construct features manually. This is partly due to
feature representation learning methods that take raw sig-
nals such as images, text and network structure and pro-
vide compact representations that can be used in down-
stream machine-learning tasks. Examples of such represen-
tation learning methods include word2vec (Mikolov et al.
2013) and node2vec (Grover and Leskovec 2016) for text
and networks respectively. These representations (embed-
dings) have been successfully used in computer vision as
in (Zagoruyko and Komodakis 2015) where the authors
learn directly from image data (i.e., without resorting to
manually-designed features) a general similarity function
for comparing image patches. Similarly in (Lu and Li 2013)
the authors proposed a deep learning model to matching
tasks in natural language processing problems such as ques-
tion answering.

In our work we leverage these advances in representa-
tion learning that use deep neural networks to harness het-
erogeneous data, i.e., profile level features such as names
and images, content features and network structures in or-
der to match users across social networks. To the best of
our knowledge (Shu et al. 2017), this work is the first to
present experimental results that leverage all three types of
heterogeneous data (profile, content and network) with three
modalities: text, image and network in a supervised learning
scheme to perform user identity linking across social net-
works. Our contributions are:

e A novel approach that leverages deep learning to jointly
model profile, content and network features to solve the
problem of user identity linking.

e Application on linking real-world networks: the social
(Twitter) and academic (DBLP) profiles of researchers in
Computer Science.

e Open source data and code ! for reproducibility and other
researchers to build upon.

"https:/zenodo.org/record/3735448
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User Name D D Author Name
Profile picture |:| |:| Profile picture
Network (co-follow) |:| |:| Network (co-author)

Content (tweets) |:| |:| Content (publications)

P dbip

match or non-match?

Figure 1: An overview of user identity matching across online networks. On the left is a social network (Twitter) and on the
right an academic network (DBLP). From a small subset of example pairs (match, non-match), our system learns to jointly
model pairwise signals (name, picture, network, content) to determine whether a candidate pair is a match or non-match.

Related Work

There has been a lot of work on the problem of user identity
matching across networks. We will discuss some of the most
relevant ones to our work. We refer the interested reader to
(Shu et al. 2017) for an extensive literature review on the
subject.

Profile Based Linking. The use of username in a user pro-
file to match users identities across different networks has
been proposed by (Perito et al. 2011). The authors used an
analytical model that estimates the uniqueness of a username
which can be assigned a probability. This estimate is used
to construct a classifier that determines with a probability
that a pair of usernames belong to the same user in two dif-
ferent platforms. An unsupervised approach using distance
based techniques has been proposed by (Liu et al. 2013). The
authors demonstrate the importance of alias-disambiguation
step by experimental analysis on about.me data where they
show that the rareness of a username measured by its n-gram
probability is a good indicator of profiles belonging to the
same person. They automatically create a labeled training
data with knowledge of n-gram probability. Our approach
builds on these works in that the username is indeed an im-
portant feature. Unlike these works; however, we do not ex-
plicitly construct features to match names. We learn the sim-
ilarity of names by leveraging a large collection of multiple
names of the same person.

Content Based Linking. Content features usually reveal
a person’s interests and involvement in communication with
other users on a platform. These features also give us an idea
of the person’s area of work, e.g., their recent publications if
they are a researcher, and the organization the user is affil-
iated with. In (Kong, Zhang, and Yu 2013), the authors use
the hint that different users have different use of words in
their posts and converting these posts into bag of words vec-
tor weighted by TF-IDF and comparing the vectors using in-
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ner product method and cosine similarity of the vector to find
similar accounts. (Goga et al. 2013) proposed a probabilistic
model to correlate accounts using textual data. The authors
considered data from yelp and flickr photo descriptions to
connect to twitter accounts by building a unigram probabil-
ity distribution. To measure the similarity, the probabilities
of each word in yelp and flickr accounts are accumulated
from the language model of the twitter accounts. We build
on the observations of these previous works to incorporate
content information in user identity matching. Unlike the
previous works we do not create explicit word features for
matching. Instead, we collect data on similar content posted
across networks and learn a content matching model.

Network Based Linking. The use of network features to
match user identities has been shown by (Man et al. 2016;
Liu et al. 2016). In (Man et al. 2016) the authors pro-
posed entity linking by using network based embeddings
to match users across different platforms. Given two net-
works, the authors first construct vector representations in
low dimensional space as embeddings which preserve the
structural information leveraging previously observed an-
chor links as supervised information. Then these embed-
dings are matched using linear mapping for linear relation-
ships and multilayer perceptron model to capture non-linear
relationships. Use of friends list from two different networks
of user and matching the users by overlap of friends has been
proposed by (Labitzke, Taranu, and Hartenstein 2011). The
authors used the distinction distance metric which compares
the overlap of matches with more number of candidates in
the intersection with the next lower overlap, where higher
distinction distance indicates the profiles are matched with
higher probability. In our work, we use ideas from (Man et
al. 2016) to build network embeddings on the separate net-
works and use these representations to perform user identity
matching. Our joint model incorporates profile and content
level features besides network features for a holistic view.



Combined Approaches. A semi-supervised approach to
link entities using user names and content features was done
by (Iofciu et al. 2011). The authors make use of tags present
in the content of user profiles and model each profile as
a vector with each TF-IDF value of a tag as a dimension.
Matching is determined using cosine similarity between vec-
tors. To match user names, string similarity measures such as
Jaccard and Levenshtein distances are used. Finally a mix-
ture model using normalized score based on each of the fea-
ture is used to combine the similarity score. Another work
that uses a combined approach is (Kong, Zhang, and Yu
2013), where anchor link prediction across heterogeneous
multiple social accounts is proposed. The authors use the in-
sight that different users have different use of words in their
posts and converting these posts into bag of words vector
weighted by TF-IDF and comparing the vectors using inner
product method and cosine similarity of the vector helps in
finding the similar accounts. For the purpose of network in-
formation, the authors make use of spatial and temporal data
of the users to find the same user accounts. Then a classifier
is applied on these features and a multi network anchoring is
used to infer links based on ranking scores of the classifier.

Problem Definition

Let us formally describe the user identity linking problem.
Let u be a user identity representation on a social media site
for a person P. This consists of three components: Profile,
Content and Network. Profile includes, user describing fea-
tures such as user name and profile picture. Network refers
to the set of attributes that describe a user’s social connec-
tions with other users in the network. Content consists of
user generated items such as text posts, video shares etc. An
online social network G is represented as a graph G(U, E)
where U = {uy, ua, ..., uy}, is the set of user identities and
E C U x U is the set of links in the network.

The problem of user identity linking is defined as follows:
Given two online networks G* and G?, the task is to deter-
mine whether a pair of user identities u® and u' chosen from
G* and G respectively belong to the same person. Le., A
user identity linking procedure attempts to learn a matching
function f, such that

If u® and u! represent the same person;
Otherwise;

e ={
)]
Approach

If you ask a human surfer to check whether a user account
in one network, say Twitter, is the same as a user account
in another network, say DBLP, the person will look for all
possible comparable clues of the pair of accounts to make
an educated guess. This involves comparing: (i) the profile
picture and user name on Twitter to the corresponding pic-
ture (from their homepage if it exists) and name of the user
on DBLP to (ii) the content of posts on Twitter versus the
titles of the articles the person published on DBLP and (iii)
the network (friends and followers) a user on Twitter to the
co-authors of the user on DBLP among others.

242

Our system mimics such a human surfer to perform the
user identity matching by jointly modeling profile level (pro-
file image and user name), content and network features, see
Figure 1. We do this by leveraging representation learning
(embeddings) to compare the corresponding pair-wise sig-
nals and casting the overall task as a classification problem.
In the following section, we describe in more detail how we
construct these representations and carry out the classifica-
tion task.

Profile Representation. Most social networks identify
users by their name. Some social networks also contain pro-
file pictures. This feature is prevalent and can be used to
match user identities across networks. The key idea here is
to learn a good matching function through character embed-
dings for names and image embedding for profile pictures.
We can then learn a matching function on these representa-
tions to link users using profile level features.

Network Representation. A common characteristic of
social networks is the network structure among users. On
a social network such as Twitter, we have following rela-
tionship. On academic networks we have citation networks
and co-author networks. In our work, we learn network rep-
resentations on the respective networks independently and
perform a matching on these embeddings from anchor links.
In this context, anchor links are observed links of user iden-
tities between the networks.

Content Representation. Users generate content on dif-
ferent online networks. Overlapping content on different
networks can be used to establish linking the identity of
users. For example, some authors tweet about their publi-
cations on Twitter. Their academic publishing network also
contains the list of their publications. Sentence level repre-
sentation and matching of such content gives us evidence to
link the user identities across those networks.

Learning to Link from Embeddings. We perform
matching at two levels. The first one takes a pairwise repre-
sentation of the profile, network and content of a user from
the social network and the academic network. The match-
ing function takes as input a pair of embeddings and learns
if they represent the same identity. We use a multilayer per-
ceptron (MLP) on a subset of training data to learn this non-
linear relationship. After each representation is matched, we
then take the outputs of these matching scores and feed them
to a second MLP that jointly learns the user identity match-
ing by taking the results of the profile level matching, con-
tent level matching and network level matching.

Data

In this section, we describe the datasets used in our experi-
ments. Our work is motivated by the task of linking the so-
cial and academic profiles of researchers. We used Twitter as
an instance of the social network of researchers. Twitter is a
widely used platform for scholarly communication (Mahrt,



Weller, and Peters 2014). For the academic network, we used
DBLP, a digital library of computer science research.

Researchers on Twitter

The dataset for researchers on Twitter builds on the work
by (Hadgu and Jdschke 2014) which is publicly available on
GitHub 2. The paper describes a machine learning approach
to identifying computer science researchers on Twitter. We
updated the dataset to suit our work as follows:

The first requirement was to get an updated version of the
dataset. Using the same approach in the paper, we updated
the seed list by adding new accounts for conferences from
the list of computer science conferences on Wikipedia 3
giving us 268 seed accounts. We then gathered all follow-
ers, friends and those users that retweeted these seed ac-
counts. This gave us 187,732 candidates. We used a super-
vised learning approach to identify whether a Twitter user is
a researcher or not. We used positive examples from DBLP
(linked to their Twitter accounts) and negative examples
manually verified after generating likely negative users with
list based approach (Sharma et al. 2012). Finally we built
a binary classification model (Hadgu and Jaschke 2014) by
constructing features such as existence of some patterns like
PhD, researcher, professor etc. in the user description and
presence of tilde in their URL. This approach achieved an
F1-score of 94% resulting in 53,830 candidate users classi-
fied as researchers.

Disambiguated authors on DBLP

The academic network of researchers contains digital li-
braries that index the works of researchers and links to their
personal websites and blogs. The DBLP computer science
bibliography is an on-line reference for open bibliographic
information on computer science research. We use the snap-
shot from December 2018 in our experiments. We build on
the work by (Kim 2018) to take a sample of the entire au-
thors that have been verified manually by DBLP. These dis-
ambiguated users usually contain a URL, an affiliation or
a number attached to the researcher name in case there are
duplicates found with the same name.

Linking Users on Twitter and DBLP

Now that we have identified users for the social and aca-
demic networks, let us look at our semi-automated approach
to generate ground-truth data that establishes links between
the same users on both networks.

One of the most intuitive ways to establish a connection
between the same user across social networks is to check if
there is a hyperlink (URL) present in one network that can
either directly or through a second-level URL lead us to the
same URL on the other network. We use this technique as
follows to link users between Twitter and DBLP.

e From the Twitter data, we look at the URLs of the user
profiles and unshorten them. We do the same on the DBLP

Zhttps://github.com/L3S/twitter-researcher

3https://en.wikipedia.org/wiki/List_of_computer_science_
conferences
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| Names | Images | Network | Content

5,375 2,508 5,308 5,375
5,053 3,861 4,892 1,751

DBLP users
Twitter users

Table 1: Ground-truth for user identity linking.

side. If we find a common URL between users across the
networks, the pair is a good candidate for a match. The
most useful links in this regard were those pointing to
Google Scholar and ORCID as they are the most frequent
on DBLP.

e A similar approach is to check for second-level URLSs. In
particular, from the DBLP data, we check if the home-
pages or blogs pointed to by the URLs for a given user
contain links to Twitter.

e For users on Twitter, if they contain links to their home-
pages, another approach we considered to generate candi-
dates is the use of publications that are available in both
DBLP records and in the personal page URL available via
Twitter.

e Finally, there are DBLP records which already contain
links to Twitter. These matching pairs were also included
into the list of candidates.

The candidates generated using these approaches were
further checked manually to avoid duplicates, wrong links,
accounts belonging to researchers’ affiliation and fake ac-
counts. We were able to generate: 1082 (0.20%) pairs
through direct and indirect links, 2649 (0.48%) through pub-
lication 1751 (0.32%) on DBLP for a total of 5375 DBLP-
Twitter user pairs.

Table 1 shows the break-down of users in the ground-truth
dataset by the availability of different features useful for user
identity linking. Names are the most common followed by
network, images and content.

Candidate User Pairs Generation

An exhaustive pair-wise comparison of a user from one net-
work to every other user on the other network is ineffective.
In practice, some heuristics are used to reduce the search
space significantly. The candidate generation step is used to
generate for a given user from one network a small subset of
the other network that contains the same user on the second
network. Mathematically, the goal of the candidate genera-
tion step can be formulated as follows. Given two sets Sp
and S5, the task is for a given element e; in S; to generate a
subset Sé of Sy that contains an element e; that matches e;
from Sj.

This step generates a set of matching and non-matching
DBLP and Twitter user pairs that we used to train and eval-
uate different user identity matching models. In our imple-
mentation, we started from the manually verified ground-
truth data in the previous step. This was then expanded by
adding users based on overlapping names, co-author infor-
mation and affiliation information.



Methodology

In this section, we describe the details of how we materi-
alize the outlined approach using concrete implementation
methods.

Profile Representation

ConviD ConviD
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Siamese network
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DBLP author name

a
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Twitter Name
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Character Embeddings

DBLP Name

Figure 2: Siamese network on character level embeddings
for user name matching.

Learning to match names. We used disambiguated users
in DBLP to construct large scale name variants. 15,617 of
the 84,368 disambiguated users on DBLP have at least two
names, e.g., user homepages/09/11295 on DBLP has the
following names (“Linda Bushnell”, “Linda G. Bushnell”).
From such names, we generated a pairwise combination of
matching names. Similarly, we constructed non-matching
pairs by forming pairs of names from two distinct users in
the disambiguated users. To help our model learn a better
representation, instead of taking a random pair, for a given
name, we pair it with a different user that shares at least
a part of their name (first name or last name) with the tar-
get name. In particular, we gathered names that shared first
name or last name with the person. For example, here is
a non-matching pair from our dataset: (“Borja Martinez”,
“Borja Sanz”). Using this technique we generated 40,289
matching and 40,891 non-matching names. The architec-
ture we used to check similarity between a pair of names
is shown in Figure 2. It is a Siamese network that uses char-
acter embeddings, passes them over a one-dimensional con-
volutions (Conv1D) and finally applies an MLP to determine
the matching score. This is similar to Architecture-I in (Hu
et al. 2014) where we used character embeddings instead of
word embeddings.

~
a DBLP picture embedding

3 Facenet pre-trained weights

. . Twitter picture embedding
Twitter profile picture

DBLP user picture

Figure 3: Transfer learning for profile picture matching.

Learning to match profile images. Profile images pro-
vide a strong signal for humans to identify and match users.
In our work, each image is passed through a neural network
and transformed into a vector representation. The model is

trained such that it learns a mapping of the images to eu-
clidean space so that similar images are closer to each other
compared to random images. Figure 4 shows a t-SNE projec-
tion of embeddings for a pair of Twitter and profile images
from researcher web pages. A researcher may have more
than one profile picture obtained from links on their DBLP
profile, e.g., from multiple academic pages, a blog etc. We
can see that embeddings of the same user are closer together.

@vtodri
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Figure 4: Profile image embeddings of Twitter and Aca-
demic (homepage or blogs etc.)

The previous embeddings for profile images were
generated using the OpenFace (Amos, Ludwiczuk, and
Satyanarayanan 2016) implementation which is based
on FaceNet (Schroff, Kalenichenko, and Philbin 2015).
FaceNet is a deep convolutional neural network model that
has two parts inspired by models published in (Zeiler and
Fergus 2014) and the Inception model of (Szegedy et al.
2015). The first part consists of interleaved layers of convo-
lutions, non-linear activations, zero paddings, batch normal-
izations and max pooling layers. The second part inspired by
the inception architecture (Szegedy et al. 2015) proposed a
sparsely connected architecture using the idea that clustering
sparse matrices into relatively dense sub-matrices tends to
give state-of-the-art performance for matrix multiplications.
The model is trained on image triplets from the Face scrub
and CASIA-Webface datasets containing about 200 million
images from 8 million people. The concept of triplet loss is
employed to train the model, where the training data con-
sists of three images per batch, one anchor, a positive image
and a negative image and the model is trained such that the
loss between anchor and positive image is smaller than the
distance between the anchor and negative image at least by
a margin.

We used FaceNet pretrained weights as powerful feature
extractors to generate the embeddings that we can then use in
our user identity matching task in a transfer learning scheme.
Our architecture for profile picture matching is shown in
Figure 3. Each image from profile of a user from our dataset,
passes through a dlib face alignment algorithm (Kazemi and
Sullivan 2014) which detects and aligns a face such that
the eyes and the nose are in the same position for every
image. Then this image is passed through the pre-trained
weights to get a representation of an image as an embedding
of length 128. These embeddings are then concatenated and



pass through an MLP to learn the matching function of pro-
file images.

Network Representation
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Figure 5: Network embeddings for user identity matching
across networks.

A common characteristic of social networks is the net-
work structure among users. On a social network such as
Twitter, we have directed relationships, users that one fol-
lows called friends and users that follow a user called, fol-
lowers. On academic networks we have citation networks
and co-author networks. In our work, we learn network rep-
resentations on the respective networks independently and
perform a matching on these embeddings from anchor links.
These are observed links of identities between the networks.

In (Pujari et al. 2015) the authors show that strong recipro-
cal relationships on Twitter correlate with strong reciprocal
relationships on DBLP. We first form a reciprocity network
of researchers on Twitter. A reciprocal relationship is one
where two users follow each other. On the DBLP side, we
construct the co-author network of the disambiguated users.
A key component of network linking is to perform an expan-
sion of the networks through observed anchor links (Man et
al. 2016). Anchor links are users that are on the two net-
works and we know they match (refer to the same identity).
We get these from our labeled dataset of profile matches. We
extend the reciprocal network and the co-author network us-
ing these observed anchor links.

Let us take two users from our ground-truth dataset of la-
beled profile matches. If they have a common connection on
one network, so do their counterparts on the other network.
For instance, if two users are on the co-author network and
our reciprocity network does not contain an edge between
these users, we extend the reciprocity network to add this
link. Similarly, we extend the co-author network. Extending
the networks is an essential step. This is because (i) we can
have missing links due to not crawled users (protected users
on Twitter) and since it is not possible to observe the entire
co-authorship network. We added 3509 (0.155%) new edges
to the reciprocity and 106764 (29.87%) new edges to the
co-author networks. After extending the networks, we learn
network embeddings independently on the two networks us-
ing node2vec (Grover and Leskovec 2016). Node2vec takes
as input an edge list between nodes of a graph and returns
the embeddings for each node, using the skip-gram architec-
ture for network. The architecture of our network based user
identity matching is shown in Figure 5. Given a pair of users
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(ul, u2) from Twitter and DBLP, first we generate their em-
beddings by passing them through the learned reciprocal and
co-author embeddings. These embeddings are then concate-
nated and passed through an MLP to learn whether a pair of
users match or not.

Content Representation

ConviD ConviD
~
- O o I I
Publication title _—.[] £ l l Tweet
3 embedding
O
u
g
e
Tweet I:I s I I Concat
(8] Publication title
D I l embedding

Siamese network

Figure 6: Siamese network on character level embeddings
for content matching.

Users generate content on different online networks.
Overlapping content on different networks can be used to
establish linking the identity of users. For example, some
authors tweet about their publications on Twitter. Their aca-
demic network on DBLP contains the list of their publi-
cation. Having a match gives us evidence to link the user
identities. To learn such a pattern, we gathered tweets that
have URLSs that point to arxiv.org or dl.acm.org from all the
tweets in our identified researchers on Twitter. We gathered
33,116 and 7,603 respectively that we combine and used
for training. As a preprocessing step, we only keep English
tweets as most publication titles on DBLP are in English.
This is used to determine if a pair of users match based on
content.

The architecture of our content matching model is shown
in Figure 6. For a pair of users (ul, u2), we take tweets of u1
and check if they match with any of the titles of the articles
of u2 from DBLP. We use character-level sentence repre-
sentation to encode the tweet quoting an article and the arti-
cle title. Similar to the name matching architecture, we pass
these input encodings through Conv1D and finally apply an
MLP on the learned embeddings to match if a tweet refers
to a publication of the same author.

A Joint Model

Given a pair of users, our unified model is an end-to-end sys-
tem that takes a pair of user accounts as input and performs
pair-wise comparison of the corresponding profile-picture,
name, content, and network embeddings, i.e., with out ex-
plicitly hand-crafting features, as well as their aggregate to
determine if the input pair represents the same user. The ar-
chitecture of the system is shown in Figure 7.

We build up on current advances in character, image and
network embeddings and take these as basic building blocks
to come up with the whole solution. In particular, we lever-
age current advances in deep-learning in the following ways:

e transfer learning is used to leverage a model trained on
millions of images to compute embeddings for profile pic-
tures matching
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Figure 7: Our end-to-end user identity linking system that jointly models image, text and network modalities.

e anovel data set of name pairs and a Siamese network was
constructed to learn and solve user name matching

novel dataset of (tweet, publication title) pairs was con-
structed and used with a Siamese network to compute
content level matching

state-of-the-art work (Man et al. 2016) was re-
implemented to perform network matching

Results of the unified model are given in the experimental
result section.

Experiment

In Eq 1 we defined the user identity linking problem as a
binary classification task. In this section, we will will de-
scribe our experiment setup and show the results of our ex-
periments. The evaluation metrics used are: precision, recall,
F-1 measure and accuracy. All experiments were performed
with 10-fold cross-validation. All our experiments were im-
plemented using Keras (Chollet and others 2015) with Ten-
sorflow (Abadi et al. 2016) back-end.

Image level matching: Embeddings for images are
generated using the OpenFace (Amos, Ludwiczuk, and
Satyanarayanan 2016) implementation which is based on
FaceNet (Schroff, Kalenichenko, and Philbin 2015). we used
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Figure 8: ROC curves with 10 fold cross validation for image
level matching with different thresholds.

the publicly available pre-trained weights from OpenFace
with the version “nn4.small2.v1.h5” *. Our image level
matching component takes a pair of images as input. Us-
ing pretrained weights from OpenFace, it generates embed-
dings and learns an MLP classifier with a binary cross en-

*https://krasserm.github.io/2018/02/07/deep-face-recognition/
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Figure 9: ROC curves with 10 fold cross validation for net-
work level matching with different embedding sizes.

tropy loss on these embeddings to learn whether the input
pair is a match or not. This MLP consists of 3 layers: 128 by
64 by 1. The units in the first two layers use Relu activation.
We used a dropout of 0.5 for regularization.

Figure 8 shows the performance of image based profile
linking for different levels of cut-off values. Image based
identity matching performs well, however as we saw in the
dataset section not all users have images. At cut-off value of
0.9, it achieves a weighted average: precision 0.93+/-0.01,
recall 0.89+/-0.03 and F1-score 0.90+/-0.02.

Network level matching: For our network level matching
experiments we use a 3 layer MLP model where each layer
uses relu activation with a dropout of 0.25 followed by batch
normalization. We used a binary cross entropy loss. The in-
put layer consisted of 64 units and the network was trained
using a learning rate of le-3, with a batch size of 64 for 25
epochs. Adam optimizer was used.

Node2Vec has several parameters such as the walk length,
dimensions of embedding vector, number of walks per node,
window size etc. In Figure 9 we see the effect of embedding
size on identity matching using network embeddings. With
64 embedding size, using network only. Table 3 presents the
network based linking. For network-based matching, authors
with overlapping co-authors are hard to distinguish.

Name based matching: Table 2 shows the result of name
based matching. Our error analysis for name based predic-
tion shows that the model is generally good but misses cases
where names are written in different languages or nicknames
and non-obvious abbreviations are used.

Content level matching: The neural network used for
matching content embeddings used a Siamese convolutional
neural network with an input layer of size 200, learning rate
of 1e-3, trained on binary cross entropy loss with Adam opti-
mizer. The network uses a dropout of 0.3 between input and
hidden layer and dropout of 0.5 between hidden and output
layer. This is trained with a batch size of 64 for 5 epochs.
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In Table 4 we see the performance of content based
matching. Content based matching suffers from: (i) not ev-
ery researcher posts tweets about their work (ii) co-authors
that tweet or retweet about joint works have matching con-
tent and their articles causing false positive matches.

Precision Recall F1-score
matches 0.70 +/- 0.01  0.93 +/- 0.01 0.80 +/- 0.01
non-matches  0.99 +/- 0.00 0.93 +/- 0.00  0.96 +/- 0.00
macro avg 0.84 +/-0.01 093 +/-0.01 0.88 +/-0.01
micro avg 0.93 +/-0.00 0.93 +/-0.00 0.93 +/- 0.00
weighted avg  0.95 +/- 0.00  0.93 +/- 0.00  0.94 +/- 0.00

Table 2: User identity linking using names.

Precision Recall Fl-score
matches 0.82+/-0.04 0.75+/-0.05 0.78 +/- 0.02
non-matches  0.96 +/- 0.01 0.97 +/-0.01 0.97 +/- 0.00
macro avg 0.89 +/-0.02 0.86+/-0.02 0.88 +/-0.01
micro avg 0.94 +/-0.00 0.94 +/-0.00 0.94 +/- 0.00
weighted avg  0.94 +/- 0.00  0.94 +/- 0.00  0.94 +/- 0.00

Table 3: User identity linking with network embeddings.

Precision Recall Fl-score
matches 0.82 +/-0.01 0.65+/-0.02 0.72 +/-0.02
non-matches  0.84 +/- 0.01 0.93 +/-0.01 0.88 +/- 0.01
macro avg 0.83 +/-0.01 0.79 +/-0.01  0.80 +/- 0.01
micro avg 0.83 +/-0.01 0.83 +/-0.01 0.83 +/-0.01
weighted avg  0.83 +/-0.01 0.83 +/-0.01 0.83 +/- 0.01

Table 4: User identity linking with content.

Precision Recall Fl-score
matches 0.94 +/-0.01 0.86+/-0.02 0.90 +/-0.01
non-matches  0.98 +/-0.00  0.99 +/- 0.00  0.99 +/- 0.00
macro avg 0.96 +/-0.01 093 +/-0.01 0.94 +/-0.01
micro avg 0.97 +/-0.00 097 +/-0.00  0.97 +/- 0.00
weighted avg  0.97 +/-0.00 0.97 +/- 0.00  0.97 +/- 0.00

Table 5: User identity linking using profile, network and
content.

Table 6 shows the results of state-of-the-art approaches
for user-identity matching. Our joint model that puts profile,
content and network level features together, brings a signifi-
cant improvement and achieves the best performance.

Conclusion

In this paper, we have described the user identity match-
ing problem across online social networks. We proposed
a joint model that leverages profile, network and content
level features which improves the state-of-the-art results that
use only some of these features. Our approach is based on
current advanced in deep learning that automatically learn
feature-representations of images, names, and short texts.
One aspect that will be of importance to investigate in future



Method Precision Recall F1-score
Content based (Goga et al. 2013)  0.83 +/-0.01 0.83 +/-0.01  0.83 +/- 0.01
Name based (Liu et al. 2013) 0.95 +/-0.00 0.93 +/-0.00 0.94 +/- 0.00
Network based (Man et al. 2016) 0.94 +/- 0.00  0.94 +/- 0.00 0.94 +/- 0.00

Our joint model

0.97 +/- 0.00

0.97 +/- 0.00  0.97 +/- 0.00

Table 6: Comparison of our user identity linking system against state-of-the-art results.

work is the effect of the different fields. Most of these fields
are dynamic. The bio description of a user changes as a per-
son changes their career. Network information also evolves
over time. A good next step is to investigate and take into
account these evolving timeline patterns to model the user
identity matching task.
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