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Abstract
My interest is in the intersection between AI directors, player
modeling, and procedural content generation. Using a combi-
nation of these tools, I believe that we can expand the space
of tellable stories to create a story that is completely driven by
the player’s actions in the game. There are two use cases for
this work. The first is adding additional content to an open-
world game by letting the player influence the world after
the main story is completed, which would help address the
problem of replayability. The second is to allow the player to
create a completely personalized story from the beginning of
the game, using the starting situation of the game as if it was
the start of a simulation.

Introduction
Players enjoy games that provide the player with a high
sense of agency with in a narrative, and a player feels a high
sense of agency when they believe that the choice that they
took in a story made a significant difference in the outcome
of that story (Cardona-Rivera et al. 2014). In industry pub-
lished games, developers provide a sense of agency by us-
ing a branching narrative. The choices that the player makes
throughout the game influence which branch the player is
experiencing. This kind of storytelling provides an interest-
ing narrative for many players but is also restrictive in where
the player’s choices actively affect the overall narrative. This
approach is also limited to the number of branches that the
developers implement in the game. The branching nature
sometimes creates a low sense of agency for the player. For
example, in the game Infamous Second Son (Productions
2014) there are clearly two paths for the player to choose, the
good path and the bad path. Each path makes unique changes
to the gameplay, but the agency for the player is low because
the only choice is to decide which path to play on during the
game. One solution to this problem is to create more situa-
tions where the player’s choice will have a meaningful effect
on the story, which means that each of those choices needs to
have a planned consequence within the game. Traditionally,
each of the consequences are planned out by a developer,
which limits the number of choices that can be made in the
story to the amount of work that the developer can accom-
plish during the development period. Another possible way
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to generate more consequences is through procedural con-
tent generation. This brings up the second question of what
kind of procedurally generated content would be best. I be-
lieve that a combination of a player model and AI director
can be used to direct the content generation towards a story
that the player will find the most engaging. The combina-
tion of these three systems can address the problem of lim-
ited player agency by allowing for more choices to affect the
narrative, and can provide a personalized open-ended story
to the player through the AI director.

Related Work
There has been a push in academia to provide more open-
ended stories in interactive narratives through the use of
drama managers (Riedl and Young 2010). These can be
focused on authorial intent, virtual character autonomy, or
player modeling to create the story (Riedl and Bulitko 2013).
This changes the kinds of content that the drama manager
will present to the player. There has been some work which
attempts to capture the play style of the player and use that to
influence the content that the player will receive next, which
is the player modeling approach. Initial work in this area
was done by Thue et al. (2007), where the quests were not
generated automatically for the player, but instead different
quests were assigned to the player based off of the current
model of the player. These techniques often propose pre-
ferred plot points to direct a player through to the next point
of the story (Giannatos et al. 2011). Other data-driven tech-
niques support providing the player with a plot choice that
they will most likely enjoy in a multi-branched story (Yu and
Riedl 2013). Alternatively, plot points can be determined by
a developer, and the quest generation system will provide
content that the player engages with the most (Khaliq and
Watson 2018).

Player modeling has been done in various ways. One way
is to aggregate player data and classify the players into dif-
ferent archetypes. These clusters can be associated with per-
sonality traits (Levy et al. 2015), or with general play styles
(Normoyle and Jensen 2015). The second way is to do in-
dividual player profiling (Thue et al. 2007, Thue 2006, de
Lima, Feijó, and Furtado, 2016). These approaches focus on
identifying the play style of the player. Additionally there
has been work which approximates the skill level of the
player, and provides dynamic difficulty adjustment (Zook
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et al. 2012). In general, these player modeling approaches
have the drawback of being genre dependent. To address
this, there has been some work on a general player modeling
technique (Shaker, Shaker, and Abou-Zleikha 2015).

Previous Work
My previous work focused on an application of AI to fight-
ing games to better understand game balancing and game
design (Yu and Sturtevant 2019). The goal of the AI is not
to play the game the best, but instead is an AI tool for the
developer to be able to identify moves that could be consid-
ered over- or under-powered. This AI simulates the game by
formalizing the problem as a matrix game and calculating
the Nash Equilibrium from the matrix game. If a move is
overpowered, there will be a pure strategy and there is no
variation in the action that the player should take. If there
is a mixed strategy then the game can be considered more
balanced because there are more options for the player.

Additionally, I have recently been working on a specific
sub-problem of quest generation, where the goal is to gen-
erate quests in response to unexpected game states reached
by the player. In large games, players can make unforeseen
choices which causes the game to break and prevent the
player from progressing or locking them out of sections of
the game. I proposed an adaptive system based on a novel
quest definition which can plan around the current game
state and still provide quests which meet a target goal. The
quest system will make changes to the current game state
when the preconditions for actions cannot be met by the
player, in order to repair the game state and allow for the
player to progress.

Future Work
There has been limited work on the combination of an AI
director, player model and a quest generator. All three of
these pieces are necessary to allow for the player to have
full agency in a game. When a player makes a meaningful
choice, it should directly affect the current game state, which
would affect the kinds of quests that could be proposed to the
player next.

The first piece of work to be done is to determine a correct
player model to use for the AI director. Thue et al. (2007)
used a questionnaire at the beginning of the game to model
a player. This approach is also used by Ramirez and Bulitko
(2015), where they use a vector to model the player and use
the vector to influence the choices which will be presented to
the player in an interactive narrative. The authors determined
that the results of using a player model in conjunction with
an AI director is inconclusive. I think that this approach is
still promising, but the player model should instead be deter-
mined from the player actually playing the game rather than
a set of questions presented to the player before they have a
chance to interact with the story. I propose that the best way
to model a player is to build upon the goal-directed model-
ing approach, which models the player based off of the goal
that the player is trying to achieve (Thue 2006). In simple
games such as Rubiks cube, where the only goal is to solve
the puzzle, the player model can be easily determined. How-

ever, in a fully realized game world, the goal of the player
becomes less clear if they are not trying to accomplish an
objective already present in the game. This idea creates pre-
diction problem, where a system will have to predict what
the goal of the player is based off of the previous interac-
tions the player has had in the game. I believe this prediction
problem can be solved using a combination of the objectives
that the player has already completed and the actions that the
player is currently taking.

The second piece of work is to determine the correct sys-
tem for an AI director. The AI director I am proposing would
be part of the player modeling category, which focuses on
personalizing the experience to the player. I believe that the
personalization aspect is the correct focus for the AI director
because it will allow for the player to have better agency in
the narrative of the story. If the AI director is focused on au-
thorial intent, then it could prevent the player from making
meaningful choices within the game in an effort to provide
the authored narrative. If the AI director is focused on vir-
tual character autonomy, then it could prevent player choice
by requiring that the nonplayer characters have a cohesive
narrative. AI directors use a wide range of approaches but I
believe that a simple branching technique will be the most
powerful, similar to the one proposed by Thue et al. (2007).
The AI director can simply be aligning the player types to
the types of high-level interactions that a player likes to en-
gage with. However, I believe that the branching will divide
the player into clusters of actions, instead of always provid-
ing a single, best action. This will allow for the AI direc-
tor to provide variation to the player, while still proposing
actions that would be best suited for the player. To chose
which branch would be the best, I would try a Monte Carlo
tree search approach, and score the outcomes of each poten-
tial outcomes based off the preference of the player.

The last piece of work is to dynamically generate a quest
or objective for the player to complete. This provides the
player with a in-game reward, and allows the player to keep
engaging with the game. The AI director determines the
main action of quest that the player will most likely enjoy,
but the rest of the quest must be determined. The quest that
is generated from this recommendation should be able to af-
fect the state of the game. If the quest actively allows the
player to change information about the world, then it allows
the player to start building a custom narrative and increases
player agency. To start out, I would try simulation based ap-
proach. These approaches prove popular as they allow the
quest to be more narratively cohesive (Samuel et al. 2016,
Breault, Ouellet, and Davies 2018). Combining the proce-
dural content generation with the AI director will create a
system similar to the one proposed by Robertson and Young
(2015), which will allow the AI director to modify the game
directly to generate quests.

Overall, I would like to focus on these three areas over
the course of my PhD. I believe that a combination of these
techniques can create a more powerful narrative experience
than any of them can independently through the allowance
of higher player.
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