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Abstract

In online crowd mapping, crowd workers recruited through
crowdsourcing marketplaces collect geographic data. Com-
pared to traditional mapping methods, where workers physi-
cally explore the area, the benefit of using online crowd map-
ping is the potential to be cost-effective and time-efficient.
Previous studies have focused on mapping urban objects us-
ing street-level imagery. However, they are specifically aimed
at a single type of object, and only through web platforms. To
the best of our knowledge, there is still a lack of understand-
ing on how workers perform the mapping tasks through dif-
ferent platforms. Aiming to fill this knowledge gap, we inves-
tigate the worker performance across web, mobile, and virtual
reality platforms by designing a multi-platform system for
mapping urban objects using street-level imagery with novel
methods for geo-location estimation. We design a prelimi-
nary study to show the feasibility of executing online map-
ping tasks on three platforms. The result demonstrates that the
type of task and execution platform can affect the worker per-
formance in terms of worker accuracy, execution time, user
engagement, and cognitive load.

Introduction

Gathering geographic data, such as location and height, of
urban objects can be of great importance, for instance for
municipalities having planning and maintenance needs. Tra-
ditional mapping approaches recruit municipal workers to
document each individual object by physically observing the
environment, with clear limitations in time and cost. The
emergence of street-level imagery services leads to novel ur-
ban mapping approaches. Such services, like Google Street
View and Mapillary, can offer up-to-date panoramic street-
level imagery of urban environments, with high spatial cov-
erage. This can help address the problem of mapping urban
objects by eliminating the need to physically be in the envi-
ronment.

A time- and cost-efficient approach would be to use ma-
chine learning to recognize objects in images, which has
been an active area of research, also for tasks such as cat-
aloging urban trees (Li et al. 2015; Wegner et al. 2016;
Li and Ratti 2018). However, machine learning does have
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some drawbacks, since it requires a large amount of high-
quality training data to have the potential to be accurate.
Even when enough training data is available, machine learn-
ing might still fail to acquire the geographic data when an
object is obstructed or when it blends in with its back-
ground. In many cases human observers can easily recog-
nize such scenarios. To reduce the labour intensive nature of
physically mapping urban objects and offering high-quality
training data for machine learning (or overcoming its draw-
backs), microtask crowdsourcing offers a solution. Having
online crowd workers execute a simple online web-based
task for a reward, like annotating objects on street-level im-
agery, can provide data requesters with the required geo-
graphic data (Qiu et al. 2019; Saha et al. 2019).

Prior studies with regard to online urban mapping systems
are implemented for task execution based on Web browsers.
Previous work highlighted issues with workers’ drop-off
rate, and mentioned the potential of using mobile platform
(Saha et al. 2019) or adding virtual reality (VR) support (Ma
et al. 2018) to improve user engagement. To verify the suit-
ability of such approaches, there is the need for empirical
work aimed at analyzing the role of task execution platforms
in the worker performance in terms of output quality, execu-
tion time, user engagement and cognitive task load. In this
work, we will fill the knowledge gap by addressing the fol-
lowing research questions:

RQ1: How can crowd mapping microtasks be executed
via multiple platforms (web, mobile, and VR) using street-
level imagery?
RQ2: How do the mapping platforms affect the worker
performance in terms of output accuracy, execution time,
worker engagement, and cognitive task load?
Original contributions. We designed and developed a
multi-platform online mapping application for urban ob-
ject annotating using street-level imagery, using both
techniques from previous research and novel approaches
proposed by us. The platform supports a web-based, a
mobile-based and a mobile VR-based task execution.

To analyze the worker performance across different plat-
forms, we set up an experiment where we analyze the worker
performance in terms of output accuracy, execution time,
user engagement, and cognitive load across these platforms
for different types of tasks. We demonstrated the feasibility
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of executing online mapping tasks following the “find-fix-
verify” pattern (Bernstein et al. 2010), including object de-
tection (find), data enrichment (fix) and verification (verify),
on each of these platforms. Results show that the web plat-
form is suitable for executing detection and enrichment re-
lated online mapping tasks, and the mobile platform is suit-
able for executing verification tasks. Furthermore, the VR
platform shows the potential to be a promising mapping tool
since it can produce bounding boxes with high accuracy and
better engage crowd workers. Our findings have important
implications for online crowd mapping task design.

Related Work

Crowd Mapping

Crowd mapping is a relatively new area of research. Tra-
ditionally, mapping is done by having workers physically
explore the area to be mapped. This is a time-consuming
and cost-inefficient approach for municipalities (Bader et al.
2017; Goodchild 2007). The first examples of crowd map-
ping can be found in managing global crises and disasters,
dating back as far as 2008, where the Ushahidi1 crowd-
mapping platform was used to map post-election violence
in Kenya (Meier 2012). Two years later, during the 2010
Haiti earthquake the Ushahidi platform was used to col-
lect data about the location of events that happened as a
result of the earthquake such as fires and collapsed build-
ings (Shahid and Elbanna 2015). The term crowd mapping
starts appearing in (Rogers and Scholz 2011; Tobias 2011;
Mora 2011). A definition is found in (Caminha and Furtado
2012), where they define the concept as “combining the ag-
gregation of a Geographic Information System and crowd-
generated content”.

Automatic Detection of Urban Objects

An feasible approach to crowd mapping is using an auto-
mated approach to detect object in street-level imagery. Ser-
vices like Google Street View2, Mapillary3 and OpenStreet-
Cam4 offer worldwide street-level images with high cover-
age. In recent years multiple systems have been developed
with the aim of cataloging urban objects (Li et al. 2015;
Wegner et al. 2016; Li and Ratti 2018). For instance, the
classification algorithm by (Wegner et al. 2016) uses multi-
ple views to detect the geo-location and species of trees in
an urban environment. Although their results are fairly ac-
curate, they do indicate a number of false positives that are
easily recognized by humans. False positives for example
occurred when the object was occluded by another object or
when the algorithm classified a telephone pole as a tree due
to the visual similarities.

Based on the studied literature, it is evident that crowd
mapping approaches can not yet be replaced completely by
computer vision techniques, especially when high precision
is required. Furthermore, these computer vision methods
need to be trained by human annotated data.

1https://www.ushahidi.com/
2https://www.google.com/streetview/
3https://www.mapillary.com
4https://openstreetcam.org/

Crowd Mapping Using Street-Level Imagery

Recent research investigated the use of crowdsourcing tech-
niques based on street-level imagery. Using these images no
longer requires (crowd) workers to be physically in the area,
as they can virtually look around and collect the required
data. A first feasibility study was done by (Hara, Le, and
Froehlich 2012) where they looked at the possibility of us-
ing Google Street View to determine sidewalk accessibility
issues. They concluded that untrained crowd workers can lo-
cate and identify sidewalk accessibility problems with rela-
tively high accuracy (Hara, Le, and Froehlich 2012). More
researchers published papers on combining street-level im-
agery and crowd mapping (Quercia 2013; Salesses, Schecht-
ner, and Hidalgo 2013; Qiu et al. 2019). Furthermore, (Saha
et al. 2019) started a study named Project Sidewalk — an-
other system to determine sidewalk accessibility issues us-
ing Google Street View. This was the first pilot study at scale
for a crowd mapping system using street-level imagery with
581 contributing users collecting 71,873 labels.

All of the existing crowd mapping systems found in the
literature are developed on web-based platforms. To the best
of our knowledge, there is no research has been done on
executing mapping tasks on alternative platforms and how
this would affect the worker performance.

Mapping Task Design

To ensure high output quality for the tasks executed by
workers, a appropriate task design is required. The “find-
fix-verify” pattern as proposed by (Bernstein et al. 2010)
separates the responsibility of each task executed by the
crowd. This pattern splits tasks into a series of generation
and review stages, with the aim of improving the task output
quality: identification, generation, and verification stages. In
their research, they showed that this pattern could achieve
high quality task output despite relatively high individual er-
ror rates. This means that even though there might be work-
ers that execute certain tasks with errors, this will be fixed
in different stages of the find-fix-verify pattern. For each of
these types of tasks, a translation is made for crowd mapping
which is discussed in the following sub-sections.

Find Task. The find task is the first stage of the find-fix-
verify pattern, which is the identification stage. For crowd
mapping, this can be interpreted into the main objective be-
ing finding the object matching the description as specified
by the task requester, using street-level imagery. The output
of these tasks will be a list of geographic locations (latitude,
longitude) of objects marked by the crowd worker.

To estimate the geo-location of an object, the worker is
asked to mark the same object from two positions, since the
latitude and longitude can be more precisely estimated by
calculating the intersect of two lines through the object from
both positions, as shown in Figure 1. Therefore, the quality
of the output largely depends on whether a worker correctly
or precisely annotates an object.

Furthermore, the output of a find task has to be verified by
other workers, which will be done in the fix and verify tasks.
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Figure 1: The geo-location of the targeted object C can be
estimated by calculating the intersection of the “heading”
lines of two positions A and B.

Fix Task. The second part of the find-fix-verify pattern is
the fix task. Based on the output of find tasks, fix tasks can be
automatically generated. The aim of the fix task is to check
if the annotated object is correct and, if so, to enrich the data
generated at the find task. The worker is asked to draw a
bounding box enclosing the annotated object, and to gener-
ate a list of labels describing the object. Furthermore, when
the worker working on find tasks has made an error, this re-
sult can be discarded by the worker executing the fix task.
The bounding box with user generated labels will be further
verified in the next stage — the verify task.

Verify Task. The final type of task serves as a quality con-
trol mechanism for the data generated at the find and fix
tasks: the verification stage. For this task, the crowd worker
will indicate whether the annotated object matches the de-
scription and whether the bounding box correctly encloses
the object. Finally, the worker will check if the user gener-
ated labels are relevant for the given task. When a certain
object went through the find and fix process and was finally
verified at the verify task, the collected data is presented
to the task requester. Optionally, a verify task can be exe-
cuted by multiple workers, as it is also possible for workers
to make errors during the verify task. The output will then
be aggregated based on the majority of the votes for each
verification part.

After the find-fix-verify process, the verified bounding
box can be used to output a cropped image of the object
which, combined with the labels, could help with not only
creating urban object maps but also training machine learn-
ing models.

Mapping Platforms

An important part of this research is looking into different
ways of executing crowd mapping tasks. To facilitate this,
a number of task execution platforms are implemented. The
reasoning behind these platforms is discussed below.

Web and Mobile Platforms

A web-based platform could be considered the traditional
approach for executing online crowd mapping tasks. Imple-
menting a web-based execution platform will give insight

(b) Mobile platform
main menu

(a) Web platform main menu

(c) Find task (d) Fix task (e) Verify task

Figure 2: The user interfaces of web and mobile platforms,
including the main menu of (a) web platform and (b) mobile
platform, and the task interfaces of both mobile and web
platforms for (c) find task, (d) fix task, and (e) verify task
respectively.

into the differences between a traditional approach and the
more novel approaches of the other platforms.

The mobile platform for crowd mapping task execution
should not be overlooked since the growing number of peo-
ple all over the world own a smartphone, also considering
the fact that it has been used previously for crowdsourcing in
other studies for tasks such as digitizing local-language doc-
uments (Gupta et al. 2012), surveys (Eagle 2009) and image
tagging (Yan et al. 2009). The difference in interaction as
compared to web could bring challenges and possibilities. A
significant advantage of this platform is the fact that smart-
phones are portable, which means tasks could theoretically
be executed wherever and whenever.

The web and mobile platforms are implemented using the
Ionic framework5, which is a cross-platform app develop-
ment platform. Both platforms run on the same code base,
but with customised presentations and interactions, as can
be seen in Figure 2. In find tasks, a web user uses the mouse
to click on a street-level image to identify an object, while
a mobile user finds new objects by touching the screen. In
fix tasks, the web user drags the mouse to draw a bounding
box and type labels using the keyboard, while the mobile

5Ionic Framework. https://ionicframework.com/
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(a) VR platform main menu (b) VR platform find task

(c) VR platform fix task (d) VR platform verify task (e) A participant is completing tasks using mobile VR device

Figure 3: The gaze-based user interfaces of virtual reality (VR) platforms, including (a) the main menu, and the task interfaces
for (b) find task, (c) fix task, and (d) verify task respectively. The mobile VR device is being used by a participant (e).

user drags the finger on the screen to draw a bounding box
and uses built-in virtual keyboard for typing. In verify task,
the user selects an option by either mouse-clicking (web)
or screen-touching (mobile). The task instructions are al-
ways shown on the interfaces while the user is completing
the task.

VR Platform

In recent years, virtual reality (VR) has become increasingly
popular as a growing number of consumer products have
been released by companies such as Oculus and HTC. It of-
fers a much more immersive experience, especially for gam-
ing, as it gives players an impression that they are parts of
the game environment. Inspired by this, we investigate the
worker performance in crowd mapping tasks on a VR plat-
form. However, current virtual reality headsets are still rela-
tively expensive. An alternative is to use the screen and pro-
cessing power of the mobile phone to create a virtual real-
ity experience, namely Mobile VR. Projecting a stereoscopic
image on the phone screen and using a pair of lenses is much
more cost effective and accessible. These lenses with phone
holders are widely sold. In addition, research has been done
on using virtual reality for crowdsourcing tasks, such as the
study by (Ma et al. 2018) where they showed the feasibil-
ity of executing crowdsourcing tasks using virtual reality.
Research aimed specifically at crowd mapping still remains
unexplored.

In our study, the VR application for online mapping is
developed using the Unity software6, which is a game de-
velopment platform with tools to develop for mobile VR.
The panorama image is fetched from the street level imagery
provider and wrapped on the inside of a sphere in 3D space.

6Unity. https://unity.com/

The user is then placed at the center of this sphere, with the
ability to look around, which could induce the effect of place
illusion (Gonzalez-Franco and Lanier 2017), being defined
as “the strong illusion of being in a place in spite of the sure
knowledge that you are not there” (Slater 2009).

The VR platform is developed based a gaze-based UI7,
where user uses gazing (for a few seconds) instead of mouse-
clicking or screen-touching. As shown in Figure 3, on the
main menu, the user can select an option by gazing on a but-
ton. In find tasks, the user can see the task instructions on the
ground and then identify an object by simply gazing on it. In
fix tasks, the user can draw a bounding box by moving head
and generate labels via voice-based input, or choosing labels
from the auto-suggestions. In verify tasks, similarly, the user
selects their desired option by gazing on the corresponding
radio button.

Tutorials

To familiarize workers with the controls, a guided tutorial
was implemented for each task type on each platform. In
our study, users have to complete a predefined routine which
covers each aspect of the task execution flow. This approach
is commonly known as onboarding. As with Project Side-
walk (Saha et al. 2019), workers first have to complete the
tutorial before they are allowed to start an actual task. This
decreases the chance of workers making error caused by be-
ing unfamiliar with the task execution flow and interactions.

Experiment

To evaluate the worker performance across the three plat-
forms, a preliminary study is designed and a qualitative anal-

7https://designguidelines.withgoogle.com/cardboard/
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Figure 4: The procedure of the experiment follows the pattern of “find-fix-verify”. For each task type, a worker must complete
tasks across all three platforms (Web, Mobile and VR), but with different orders to avoid learning bias.

ysis is conducted. The plan for this experiment and the vari-
ables involved are discussed in the following sub-sections.

Procedure

As shown in Figure 4, each worker is assigned to one of the
three task types (find, fix or verify), and executes tasks on
each of the three platforms (web, mobile, and mobile VR).
Once a worker complete a task on a platform, we ask the
worker to fill out a post-task survey about user engagement
and cognitive load (meaning each worker needs to complete
three post-task surveys for three platforms).

To prevent the learning bias, the order of the platforms
used is different for each worker. For each task type there
are 3! = 6 different possible orders of execution. Therefore,
we recruit 6 unique participants for each task type, which
results in a total of 18 participants for three task types. We
first invited 6 participants to complete the find tasks. The
output (geo-locations) of find tasks were fed as the input to
fix tasks, which are performed by another 6 participants. Fi-
nally, bounding boxes and labels produced in fix tasks were
verified by another 6 participants in verify tasks.

All of the participants are unpaid and untrained volunteers
recruited from the campus of our institute. We provided all
the necessary devices for completing tasks, including a lap-
top, a smart phone, and a mobile VR headset (working to-
gether with the smart phone). Participants executed the map-
ping tasks under our guidance in a meeting room. The ex-
periment has been approved by the human research ethics
committee of our institute.

Evaluation Metrics

To answer RQ2, the worker performance is evaluated by a
range of different metrics.

Output Accuracy. Since the goal of crowd mapping is to
collect geo-location data for urban objects, it is important
that the task output is accurate on each platform. Given that
the controls differ on the three platforms, it is possible that
the accuracy also differs. To evaluate this, the collected (and
estimated) geo-locations of the urban objects are compared
to a ground truth dataset for calculating the annotation error
(in meters). Furthermore, the “correctness” of the provided
bounding boxes and labels at the fix tasks, and the answers
of verify tasks are manually checked.

Execution Time (Per Object). In this study we measure
the the execution time (in seconds), which takes the worker

to find, fix, or verify an urban object. This does not include
the time used to complete the tutorial or filling out the post-
task surveys.

User Engagement. To make user engagement quantifi-
able, workers are asked to fill out a User Engagement Scale
Short Form (UES-SF). This form contains twelve ques-
tions looking at different factors, as described by (O’Brien,
Cairns, and Hall 2018). Workers are asked to answer ques-
tions for these factors on a scale from 1 to 7. The UES score
can be calculated using the approach proposed by (O’Brien,
Cairns, and Hall 2018). A higher UES score represents a
higher user engagement in the corresponding platform.

Cognitive Load. To determine the perceived workload for
a certain task type on a certain platform, workers are asked
to fill out the NASA Task Load Index (TLX) form, giving
insight into how mentally demanding the tasks are (Hart and
Staveland 1988). The questions in the TLX form need to be
answered on scale of 0 to 100, with 5-point increments. The
lower TLX score is, the less cognitive task load a worker
perceives.

Furthermore, workers are also be able to give additional
comments on their experience.

Case Study: Urban Lamp Posts

Lamp posts form an integral part of a cityscape. In a large
city like Amsterdam, thousands of lamp posts are spread
around the city. In this study, we use urban lamp posts as tar-
geted urban objects, and choose Amsterdam as the targeted
area. The ground truth data in terms of the geo-location of
lamp posts of Amsterdam is available at the municipality8

and government websites9.

Find Task. Each worker starts at a location (randomly as-
signed from a pre-defined list) in Amsterdam with the first
assigned platform, and then is asked to find at least five lamp
posts in the targeted area. After finding (at least) five objects,
the worker is asked to do the same at two other locations, on
two other platforms respectively, giving a total of (at least)
15 annotated objects per worker for each platform.

Fix Task. Each worker is asked to enrich the lamp post
annotations (done by the workers from the find tasks), by
adding labels on the state and surroundings of the lamp post

8https://data.amsterdam.nl/
9https://data.overheid.nl/
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and drawing a bounding box around the entire annotated ob-
ject.

Verify Task. Each worker is asked to verify the bounding
box and labels of lamp post annotations, where they must
indicate whether the object indeed is a lamp post, whether
the bounding box properly covers the object, and whether
the given labels are correct.

Evaluation

Output Accuracy

The output accuracy of the system was measured by three
different approaches: geo-location estimation accuracy, data
enrichment accuracy, and verification accuracy.

Find Task — Heo-Location Estimation. Each of the col-
lected geo-locations during the experiments were compared
to the ground truth dataset of street lighting in Amsterdam.
The geo-location estimation accuracy is measured by calcu-
lating the distances (in meters) between the coordinates of
the points in the dataset and the annotated objects.
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Figure 5: A boxplot of geo-location estimation accuracy
measured by the distance between estimated geo-location
and the ground truth (in meters).

In total 251 geo-locations were collected across the three
platforms. A boxplot which shows the distribution of esti-
mation accuracy is presented in Figure 5. All objects with a
distance greater than 20 meters from the ground truth were
considered invalid and omitted from the data (a total of 9
results across all platforms). The figure shows the web plat-
form has the least estimation error, followed by the mobile
platform and finally the VR platform with means ± standard
deviation of 1.85 ± 2.08, 4.61 ± 4.64 and 6.58 ± 4.87 (m)
respectively. For the web platform, 83% of the collected geo-
locations were within 2.5 meters of the object in the ground
truth. For each of the combination of platforms the differ-
ence in distance from the ground truth is of statistical signif-
icance (Wilcoxon rank-sum test, p ≤ 0.001).

Fix Task. For the fix task, worker are asked to enrich the
objects found by the find task workers. Results are presented
in Table 1. Here it becomes clear that the VR platform per-
forms best for drawing bounding boxes with an accuracy
of 88.4%. Most bounding boxes errors among all platforms
were caused by not containing the entire object, but only a
part of it. Therefore, the VR workers were able to be more
accurate in drawing the bounding boxes. The labeling accu-
racy was roughly similar for the web and mobile platforms,

but was worse on the VR platform (possibly due to voice
recognition). We found that many VR workers only chose
the suggested labels rather than adding new labels, since
adding new labels on VR platform needs more effort com-
pared to web and mobile platforms.

Table 1: Accuracy (% of correct bounding boxes and % of
correct labels) of fix task output for each platform and task
type.

Accuracy of enrichment Web Mobile VR

% cor. bounding boxes 72.9 71.4 88.4
% cor. labels 98.9 96.2 83.6

Verify Task. The results of fix tasks can be seen in Ta-
ble 2. All platforms performed well in determining whether
the object matched the description (web platform performs
slightly better). In terms of verifying the bounding boxes,
the VR platform outperforms the others, which is similar to
the results of fix tasks. As for the label verification, all the
platforms again performed similarly.

Table 2: Accuracy (% of correct object verification, % of
correct bounding boxes verification, and % of correct label
verification) of verify task output for each platform and task
type.

Accuracy of verification Web Mobile VR

% cor. object 97.1 92.9 90.5
% cor. bounding boxes 70.0 78.6 81.0
% cor. label 90.5 88.9 84.5

Execution Time (Per Object)

For each task, the execution time (per object) is measured
during the task execution. The timer starts when first starting
the task and stops when an object is found, fixed or verified.
The timer is then started again and stopped when another
object is found/fixed/verified and so on. The average execu-
tion time across all the platforms and task types is shown in
Table 3.

Table 3: Average execution time per object (in seconds, μ±
σ) for each platform and task type.

Task type Web Mobile VR

Find 18± 15 16 ± 15 20± 19
Fix 25± 21 19 ± 13 41± 36
Verify 17± 17 13 ± 9 27± 19

The mobile platform had the shortest execution time for
all the task types. Similarly, it was observed that the VR plat-
form has the longest execution time for all the task types. An
obvious outlier is the execution time of VR fix tasks, which
is reasonable since a VR-based task needs more physical in-
teractions for both drawing bounding boxes and inputting la-
bels. However, it should also be noted that the VR platform
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Table 4: User engagement scores (UES-SF) given by 18 workers across three platforms and three task types.
Find task Fix task Verify task

Worker UES-SF score Worker UES-SF score Worker UES-SF score

1 VR (5.8) > Web (4.7) > Mobile (4.2) 7 Web (4.8) > VR (4.7) > Mobile (4.1) 13 Mobile (5.5) > Web (4.6) > VR (2.9)
2 VR (4.4) = Mobile (4.4) > Web (3.5) 8 Web (5.3) = Mobile (5.3) > VR (4.2) 14 Mobile (6.2) > VR (5.7) > Web (5.0)
3 Web (5.3) > VR (5.1) > Mobile (3.6) 9 Web (4.6) = Mobile (4.6) > VR (4.5) 15 Mobile (5.7) > Web (5.3) > VR (4.3)
4 VR (5.1) > Web (5.0) > Mobile (4.6) 10 VR (4.1) > Web (3.9) > Mobile (2.5) 16 VR (5.1) > Mobile (4.4) > Web (4.3)
5 Web (5.1) = Mobile (5.1) > VR (3.9) 11 VR (3.9) > Web (3.3) > Mobile (3.0) 17 Web (3.0) > Mobile (2.8) > VR (2.5)
6 VR (5.0) > Mobile (4.4) > Web (4.2) 12 Web (4.2) > VR (4.0) > Mobile (3.1) 18 Mobile (5.3) > Web (4.5) > VR (3.5)

Overall VR (4.8) > Web (4.6) > Mobile (4.3) Overall Web (4.3) > VR (4.2) > Mobile (3.7) Overall Mobile (4.9) > Web (4.4) > VR (4.0)

Table 5: Cognitive task load scores (NASA-TLX) given by 18 workers across three platforms and three task types.
Find task Fix task Verify task

Worker NASA-TLX score Worker NASA-TLX score Worker NASA-TLX score

1 Web (41) < Mobile (56) < VR (64) 7 Web (15) < Mobile (43) < VR (49) 13 Mobile ( 5 ) < Web ( 6 ) < VR (20)
2 Mobile (11) < Web (30) < VR (41) 8 Web (48) < Mobile (50) < VR (57) 14 Mobile (28) < VR (35) < Web (40)
3 Web ( 5 ) < VR (27) < Mobile (29) 9 Web (30) = VR (30) < Mobile (38) 15 Mobile ( 5 ) < Web ( 8 ) < VR (22)
4 Web ( 9 ) < Mobile (19) < VR (30) 10 Web (31) < Mobile (41) < VR (46) 16 Mobile ( 5 ) < Web (13) < VR (53)
5 Web (21) < Mobile (29) < VR (49) 11 Web (12) < Mobile (30) < VR (55) 17 Web (37) < Mobile (38) < VR (55)
6 Web (23) < VR (30) < Mobile (45) 12 Web (45) < Mobile (47) < VR (65) 18 Mobile ( 5 ) < Web (13) = VR (13)

Overall Web (21) < Mobile (31) < VR (40) Overall Web (30) < Mobile (41) < VR (50) Overall Mobile (14) < Web (19) < VR (33)

did output the most accurate bounding boxes in fix tasks, as
seen in Table 1.

User Engagement

For each task type and platform, a UES-SF score is calcu-
lated based on the responses workers gave for the UES-SF
questionnaire. This is a score on a scale of 1 to 7, with a
higher score meaning the workers were more engaged while
completing the tasks. The user engagement scores across
platforms and task types are presented in Table 4.

Since this preliminary study recruited only six workers
per task type, we did not conduct any statistic significance
tests. In terms of find tasks, we found that 4 (out of 6) work-
ers agreed that the VR platform had the highest user en-
gagement, while 3 of them gave the mobile platform the
lowest score. As to fix tasks, the majority (4 out of 6) of
the workers reported that the web platform had the highest
user engagement, and the mobile platform had the lowest
user engagement. Furthermore, most workers found that the
VR platform also had high user engagement, being slightly
lower than the web. For verify tasks, 4 (out of 6) workers re-
ported that the mobile platform could engage users the best,
while none of them gave the mobile platform the least score.
Finally, the overall user engagement scores across all task
types basically align with our findings of individual scores.

Cognitive Load

Based on the responses of NASA-TLX, the average cogni-
tive task load scores could be calculated, where a lower score
means a lower cognitive load. These averages are presented
in Table 5.

We found that 14 (out of 18) workers reported that they
perceived the heaviest task load from the VR platform. Most
workers experienced it as a much more intensive experience,

as it requires more physical interaction and is more immer-
sive, yielding higher mental demand and physical demand.

For both find task and fix task, the web platform had the
lowest TLX score (except only 1 out of 12 worker), as the
workers found it intuitive to navigate through the streets us-
ing the mouse controls. Particularly for the fix task, all the
workers indicated that they perceived the least cognitive load
on the web platform, since it required less effort to draw the
bounding boxes, and to type labels using keyboard. And fi-
nally for the verify task, the mobile platform had the lowest
cognitive task load scores (according to 5 out of 6 workers),
as the workers found it intuitive and convenient to navigate
using the touch controls.

Discussion

Workers Feedback

We recorded additional comments from the workers to fur-
ther analyze the effects of three platforms on their perfor-
mances.

For find tasks, workers generally reported higher physi-
cal and mental demand on VR platform since the operation
was not as convenient as web/mobile platforms. Especially,
a worker suggested that using physical buttons (instead of
gazing) in VR setup would better help users roam and com-
plete objectives in the targeted area:

“We should be able to move by pressing a button.”

We found that with the fix task, the frustration factor was
high for the mobile workers as they sometimes were not able
to be as accurate as they wanted to be, due to the limited
size of screen and the inaccurate nature of screen-touching.
Furthermore, we found that a worker suggested that a zoom-
in function could be added to the mobile platform for fix
tasks, to address the disadvantage of small screen size:
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“Zooming in would be a nice feature to add.”
Similarly, for the fix task, the frustration factor was also

high for the VR platform. In addition, the VR platform gen-
erally has longer execution time and higher cognitive load,
as workers experienced a steeper learning curve:

“When using VR, I spent some time getting familiar
with the operations. In addition, the adjustment of im-
ages on screen dizzle me when fulfilling the task.”
All mobile platform workers responded with the highest

user engagement score and the lowest cognitive load score
for verify tasks, indicating that the mobile platform was very
clear for the workers and was much easier to use compared
to other platforms:

“I personally think the mobile platform would be easier
to propagate in daily use, since people would like to
make a little movement on their fingers and do a little
favor for the task.”

Implications for Design

The experiments showed that the location estimation method
using two angles is able to achieve accurate results, espe-
cially with the mouse on the web platform. It is much easier
to accurately click on a specific location with a mouse (web)
than using a finger (mobile). With the VR platform the work-
ers have to select the location using their head movement.
Since it is relatively difficult to keep the head completely
still, it could affect the estimation accuracy. The data en-
richment showed that the VR platform is more accurate in
drawing bounding boxes. The high bounding box accuracy
of VR could be a result of the fact that bounding boxes (es-
pecially for annotating large urban objects) could be drawn
without the limit of the field of view in the VR platform.

The mobile platform proved to be the quickest for all tasks
in terms of execution time, which can be explained by the
advantage of the screen size and touch control, as a worker
commented:

“In comparison, the operations on mobile seems easier
for me. Using finger pointing is more convenient than
using mouse clicking.”

In the mobile platform, very element that can be interacted
with on the screen is within finger’s reach, making the inter-
actions much easier.

User engagement and cognitive load were other factors
that were measured during the experiments. The VR plat-
form received higher TLX scores given the more immersive
and physically demanding nature of the platform. However,
this did not appear to heavily impact the user engagement.
Even with high task load, the VR platform was proved to
have relatively high user engagement, especially for find and
fix tasks. Most workers were surprised while executing VR
tasks and either told us or commented: “VR is cool.”

All results considered, the platforms in their current im-
plementation all appear to have a specific task type at which
it performs the best. The web platform seems best suited
for the find tasks, with the high accuracy, reasonable execu-
tion time, high engagement score and lowest cognitive load
score. Similarly the VR platform performs well at the fix

tasks, although the execution time and perceived task load
have to be considered when utilizing the platform. Finally,
the mobile platform seems well suited for verify task execu-
tion. Workers using the mobile platform executed the tasks
very quickly, whilst still being reasonably accurate, receiv-
ing high user engagement scores and low cognitive load.

Limitations and Future Work

We found that the VR platform has significantly lower geo-
location estimation accuracy, compared with the web plat-
form, due to the unstable head movement. A solution could
be to enable the VR hand/touch controller. Furthermore, The
VR platform performed worse at generating relevant labels,
which is possibly caused by errors from the voice recogni-
tion. Moreover, the evidence have shown that the VR plat-
form could better engage users, implying the VR platform
could be a promising tool for online mapping tasks, as the
VR interactive technique advances.

Since our experimental setup needs specific guidance and
devices, and our experiment is a preliminary study, another
limitation is the limited amount of participants. Previous
work has shown the feasibility of using VR in crowdsourc-
ing marketplaces (Ma et al. 2018). Future work could re-
cruit real crowd workers from crowdsourcing marketplaces
instead of conduct lab experiments, to enable statistic sig-
nificant tests. This could also benefit from a more diverse
demographic, as in this study all participants were affiliated
with our institute.

The results of these experiments come from a single case
study with lamp posts. Further research needs to be done
with different types of urban objects to determine whether
the type of object influences the worker performance.

Conclusion

In this work, we analyzed the worker performance while
completing online mapping tasks across web, mobile and
VR platforms. To answer RQ1, we designed and developed
an online crowd mapping application supporting the task
execution on multiple platforms. To answer RQ2, we con-
ducted a preliminary study to analyze the role of platforms
in online mapping tasks. Results show that the web platform
outperforms other platforms on find and fix online mapping
tasks, while the mobile platform is suitable for verify tasks.
The VR platform shows the strong potential to be a useful
mapping tool in the future since it provides high-accuracy
bounding boxes and high user engagement.
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