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Abstract

Self-publication of news on Web sites is becoming a
common application platform to enable more engag-
ing interaction among users. Discussion in the form of
comments following news postings can be effectively
facilitated if the service provider can recommend arti-
cles based on not only the original news itself but also
the thread of changing comments. This turns the tradi-
tional news recommendation to a “discussion modera-
tor” that can intelligently assist online forums. In this
work, we present a framework to implement such adap-
tive news recommendation. In addition, to alleviate the
problem of recommending essentially identical articles,
the relationship (duplication, generalization or special-
ization) between suggested news articles and the orig-
inal posting is investigated. Experiments indicate that
our proposed solutions provide an enhanced news rec-
ommendation service in forum-based social media.

Introduction

In its brief two-decade history, the Web has evolved from a
technical framework for information dissemination to a so-
cial interaction enabler among its users. Nowadays, Web is
one of the most important vehicles for “social media”, e.g.
Internet forums, blogs, wikis, podcasts, instant messaging,
and social networking. One form of social media of partic-
ular interest here is self-publishing, or customer-generated
media. In self-publishing, a user can publish an article or
post news to share with other users. Other users can read
and comment on the posting and these comments can, in
turn, be read and commented on. Digg (www.digg.com) and
Yahoo!Buzz (buzz.yahoo.com) are commercial examples of
self-publishing.

A useful extension of this self-publishing application is
to add a recommendation feature to the current discussion
thread. That is, based on the original posting and various
levels of comments, the system can provide a set of relevant
articles, which are expected to be of interest of the active
users of the thread. The users learning experience with the
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system can be immensely enhanced with the recommended
articles. Due to the evolving nature of the thread and the
inherent small sizes of the comments, such contextual rec-
ommendation will be different from traditional news recom-
mendation to a large extent.

Here, we explore the problem of news recommendation
for dynamic discussion threads. A fundamental challenge in
adaptive news recommendation is to account for topic diver-
gence, i.e. the change of gist during the process of discus-
sion. In a forum, the original news is typically followed by
other readers’ opinions, in the form of comments. Concerns
and intention of active users may change as the discussion
continues. Therefore, news recommendation, if it were only
based on the original posting, can not benefit the potentially
changing interests of the users. Apparently, there is a need to
consider topic evolution in adaptive news recommendation
and this requires novel techniques that can help to capture
topic evolution precisely to prevent wild topic shifting which
returns completely irrelevant news to users. In this work, we
propose a framework of adaptive news recommendation in
social media. It has the following contributions.

• It is the first attempt of incorporating reader comments
for adaptive news recommendation. We model the rela-
tionship among comments and that relative to the original
posting in order to evaluate their overall impact.

• We determine the relationship (generalization or special-
ization) between suggested news articles and the original
posting and present it to users via a novel user interface.

In a broader context, a related problem is content-based
information filtering (or recommendation). Most informa-
tion recommender systems select articles based solely on the
contents of the original postings. For instance, Lavrenko et
al. (2000) propose the e-Analyst system utilizing language
models to recommend interesting news stories that are likely
to affect the market behavior. Chiang and Chen (2004) study
several classification approaches for agent-based news rec-
ommendations. The relevant news selections of these work
are determined by the textual similarity between the recom-
mended news and the original news posting.

A number of later proposals incorporate additional infor-
mation, such as user behaviors and timestamps. For exam-
ple, Claypool et al. (1999) combine the news content with
numerical user ratings. Del Corso et al. (2005) use times-
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Figure 1: Design scheme

tamps to favor more recent news. Cantador et al. (2008) uti-
lize domain ontology. Lee and Park (2007) consider match-
ing between news article attributes and user preferences.
Anh et al. (2007) and Lai et al. (2003) construct explicit
user profiles, respectively. Some go even further by ignor-
ing the news contents and only using browsing behaviors of
the readers with similar interests (Das et al. 2007).

A common issue with traditional news recommendation
is result redundancy. That is, the recommendation engine
may return a set of essentially the same articles re-posted at
different sites. In forum-oriented recommendation, we ar-
gue that the novelty of recommendation returns is crucial.
In addition, due to the sheer diversity and the number of the
recommended articles, the users will feel much easier nav-
igating them even if we simply categorize them as general-
ization or specialization of the original article.

System Design

In this section, we present a mechanism for adaptive news
recommendation. The framework is sketched in Figure 1.
Essentially, it builds a topic profile for each original news
posting along with the comments from readers, and uses
this profile to retrieve relevant news. In particular, we first
model the relationship among comments and that relative to
the original posting in order to evaluate their overall impact.
This information along with the news and comments are fed
into a synthesizer. The synthesizer balances views of both
authors and readers to construct a topic profile to retrieve
relevant news. These recommended news articles are fur-
ther analyzed by an explainer to reveal their relationship to
the original posting.

Incorporating Comments

In a discussion thread, comments made at different lev-
els reflect the variation of focus of its participants. There-
fore, comments should be incorporated when building rec-
ommendation models. In our model, we treat the original
posting and the comments each as a text node. This model
both considers the content similarity between text nodes and
the logic relationship among them.

On one hand, the content similarity between two nodes
can be measured by any commonly adopted metric, such
as cosine similarity and Jaccard coefficient. This metric is
taken over every node pair in the discussion thread. On
the other hand, the logic relation between nodes takes two
forms. First, a comment is always made in response to
the original posting or an earlier comment. In graph the-
oretic terms, the hierarchy can be represented as a tree
T = (V, ET ), where V is the set of all text nodes and ET is

Figure 2: Multi-relation graph of comments

the edge set. In particular, the original posting is the root
and all the comments are ordinary nodes. There is a di-
rected edge e ∈ ET from node u to node v, denoted (u, v),
if the corresponding comment v is made in response to com-
ment (or original posting) u. Second, a comment can quote
from one or more earlier comments. From this perspective,
the hierarchy can be modeled using a directed acyclic graph
(DAG), denoted D = (V, ED). There is a directed edge
e ∈ ED from node u to node v, denoted (u, v), if the cor-
responding comment v quotes from comment (or original
posting) u. As shown in Figure 2, for either graph T or D,
we can use a |V | × |V | adjacency matrix, denoted MT and
MD, respectively, to record them. Inline with the adjacency
matrices, we can also use a |V |×|V | matrix defined on [0, 1]
to record the content similarity between nodes and denote it
by MC . Thus, we can combine these three aspects linearly:

M = γ1 × MC + γ2 × MT + γ3 × MD.

where M is a |V | × |V | adjacency matrix capturing both
content and logic relations among text nodes.

Intuitively, the important comments are those whose top-
ics are discussed by a large number of other important com-
ments. Therefore, we propose to apply the PageRank algo-
rithm (Brin and Page 1998) to rank the comments as

sj = λ/|V | + (1 − λ) ×
∑

ci

r(ci, cj) × si,

where λ is the damping factor as in PageRank and this value
is recommended to be 0.85, i and j are node indices, and |V |
denotes the number of text nodes in the thread. In addition,
r(ci, cj) is the normalized weight of comment ci referring
to cj defined as

r(ci, cj) =
Mi,j

∑

cj

Mi,j + ǫ
,

where Mi,j is an entry in the graph adjacency matrix and ǫ
is a constant to avoid division by zero.

Topic Profile Construction

Once the importance of comments on one news posting is
quantified by our model, this information along with the
news itself are fed into a synthesizer to construct a topic pro-
file of this news discussion thread. As way, the views of both
authors and readers are balanced for news recommendation.

The profile is a weight vector of terms to model the lan-
guage used in the thread. Consider a news posting d0 and
its comment sequence {d1, d2, · · · , dm}. For each term t, a
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compound weight W (t) = α × W1(t) + (1 − α) × W2(t)
is calculated. It is a linear combination of the contribution
by the news posting itself, W1(t), and that by the comments,
W2(t). We assume that each term is associated with an “in-

verted document frequency”, denoted by I(t) = log N
n(t) ,

where N is the corpus size and n(t) is the number of docu-
ments in corpus containing term t. We use a function f(t, d)
to denote the number of occurrences of term t in document
d, i.e. “term frequency”. Thus, when news posting and com-
ments are each considered as a document, this term fre-
quency value can be calculated for any term in any docu-
ment. We thus define the weight of term t in document d,
be the news posting itself or a comment, using the standard
TF/IDF definition (Ricardo et al. 1999):

w(t, d) =
(

0.5 + 0.5 × f(t, d)/max
t′

f(t′, d)
)

× I(t)

The weight contributed by the news itself, d0, is thus:

W1(t) = w(t, d0)/max
t′

w(t′, d0)

The weight contribution from the comments
{d1, d2, · · · , dm} incorporates not only the language
features of these documents but also their importance
of leading a discussion in related topics. That is, the
contribution of comment score is incorporated into weight
calculation of the words in a text node.

W2(t) =

m
∑

i=1

w(t, di)/max
t′

w(t′, di) × si/max
i′

si′

Such a treatment of compounded weight W (t) is essen-
tially to recognize that readers’ impact on selecting relevant
news and the difference of their influence strength. For each
profile, we select top-N high weighted words to represent
the topic.

News Retrieval with Relevance Language Models

With the topic profile constructed as above, we can use it
to select relevant news for recommendations. That is, the
retriever returns an order list of news with decreasing rele-
vance to the topic. Our model to differentiate the importance
of each comment can be easily incorporated into any good
retrieval model. In this work, our retrieval model is derived
from (Lavrenko et al. 2000). Specifically, the score of the
candidate document d with regard to profile p is defined as

s(p, d) = (p · d)

It is the similarity of the language vectors can be measured
by those commonly adopted metrics, such as cosine similar-
ity and Kullback-Leibler (KL) divergence. In this work, to
measure the content similarity, (p · d), we take the relevance
language model approach of Lavrenko et al. (2001). The
similarity between a news article and a topic profile is mea-
sured by the KL divergence between the document model
and the topic model. Articles with smaller divergence are
considered more relevant. The divergence is defined as:

(p · d) ≈ KL(Mp ‖ Md) =
∑

w

P (w|Mp) log
P (w|Mp)

P (w|Md)

where Md is a language model for document d in the col-
lection, which is a probability distribution that captures the
statistical regularities of natural language use. Mp is a lan-
guage model for topic p. P (w|Mp) can be estimated as :

P (w|Mp) ≈
P (w, m1 · · ·mk)

P (m1 · · ·mk)
=

P (w, m1 · · ·mk)
∑

v∈vocabulary

P (v, m1 · · ·mk)

P (w, m1 · · ·mk) =
∑

d∈Dr

P (Md)

[

P (w|Md)

k
∏

i=1

P (mi|Md)

]

where mi denotes i-th word of the topic profile. P (Md)
denotes some prior distribution over the relevant document
set Dr which is usually taken to be uniform. To accelerate
execution, we further restrict to only contain 50 documents
corresponding to the top-ranked documents retrieved by the
topic profile. P (w|Md) specifies the probability of observ-
ing w if we sample a random word from Md. P (w|Md) is
estimated by

P (w|Md) = ηfw,d/|d| + (1 − η)fw/F

where, fw,d is the number of times word w occurs in doc-
ument d, fw is the number of times word w in the corpus.
F is the total number of tokens (i.e. words with repetition)
in the corpus, |d| is the number of tokens in d. Note that
we use a parameter η to control the contribution of the term
frequency to this probability. P (mi|Md) is estimated in the
same way.

With such a scoring mechanism, the retriever can return
a number of most relevant news with regard to any evolving
discussion in a self-publication system.

Explanation for Recommendation

Since explanations of recommended items enhance users’
trusting beliefs (Wang and Benbasat 2007), we design a cre-
ative approach to generate some hints to indicate the rela-
tionship (generalization, specialization and duplication) be-
tween the recommended articles and the original posting
based on previous work (Candan et al. 2009).

News A being more general than B can be interpreted
as A being less constrained than B by the keywords they
contain. Let us consider two news articles, A and B, where
A contains keywords, k1 and k2, and B only contains k1.

• If A is said to be more general than B, then the addi-
tional keyword, k2, of news article A must render A less
constrained than B. Therefore, the content of A can be
interpreted as k1 ∪ k2.

• If, on the other hand, A is said to be more specific than
B, then the additional keyword, k2, must render A more
constrained than B. Therefore, the content of A can be
interpreted as k1 ∩ k2.

Note that, in the two-keyword space 〈k1, k2〉, A can be
represented by a vector 〈aA, bA〉 and B can be represented
by 〈aB, 0〉. The extreme point O = 〈0, 0〉 corresponds to
the case where a news article does contain neither k1 nor k2;
in other words, O corresponds to a news article which can
be interpreted as ¬k1 ∩¬k2 ≡ ¬ (k1 ∪ k2). Therefore, if A
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Figure 3: User interface of recommending items

is said to be more general than B, ∆A = dist(A, O) should
be greater than ∆B = dist(B, O). This gives a way to
measure the degrees of generalization and specialization of
two news articles. Given two news articles, A and B, of the
same topic, they will have a common keyword base, while
both news articles will also have their own content, different
from their common base. Let us denote the common part of
A with Ac and common part of B with Bc. Note that ∆AC

and ∆BC are usually unequal because the same words in
the common part have different term weights in news A and
B respectively. Given these and the generalization concept
introduced above for two similar news A and B, we could
define the degree of generalization (GAB) and specialization
(SAB) of B with respect to A as

Gab = ∆A/∆Bc, Sab = ∆B/∆Ac

To alleviate the effect of document length, we revise the
definition as

GAB =
∆A/ log(∆A)

∆Bc/ log(∆A + ∆B)
, SAB =

∆B/ log(∆B)

∆Ac/ log(∆A + ∆B)

The relative specialization and generalization values can
be used to reveal the relationships of recommended news ar-
ticles and the original posting. Given original news posting
A and recommended news article B, if GAB > Θg, for a
given generalization threshold, Θg , then B is marked as a
generalization. When this is not the case, if SAB > Θs, for
a given specialization threshold, Θs, then B is marked as
a specialization. If neither of these cases is true, then B is
duplicated to A.

Such kinds of explanation provide a free control on deliv-
ering recommended news. In particular, we can block these
duplicated news to avoid recommending the same informa-
tion without any dissimilarity.

Visualization of Recommended News

In our system design, there are several uncertain factors such
as the weight α. While they can be set experimentally, we
design a novel user interface to give readers more control.
The efficiency and effectiveness of this UI is being evaluated
in a separate work. We here only present the final design
as shown in Figure 3. The recommendation-result interface
consists of two parts:

• Recommended news bubble pool — It contains a large
number of candidate news articles to be recommended.
Each bubble represents one news article. By clicking on
a bubble, a reader will be directed to the corresponding

Table 1: Evaluation data set
Synthetic Data set

Topics

No. of Postings 20
Ave. Length of Postings 676
No. of Comment per Posting 81.4
Ave. Length of Comments 45

News
No. of News Articles 16,718
Ave. Length of News 583

article. The size and color of a bubble indicates the rank
of this article in the recommendation list.

• Display control panel — There are three sliding controls
and two selection controls. The sliding controls allow the
user to select different parameter values for α, Θg, and
Θs. The selection controls provide options of filtering
news based on different categories and news sources, re-
spectively.

Experimental Evaluation

To gauge how well the proposed recommendation approach
performs, we carry out a series of experiments on a synthetic
data set collected from Digg and Reuters news website. We
randomly select 20 news articles with corresponding reader
comments from Digg website. These news articles with dif-
ferent topics are treated as the original news postings, rec-
ommended news are selected from a corpus of articles col-
lected from Reuters news website. This simulates the sce-
nario of recommending relevant news from traditional me-
dia to social media readers for their further reading. For
evaluation purpose, we adopt the traditional pooling strat-
egy (Zobel 1998) applied in TREC dataset to mark the rel-
evant articles for each topic. In particular, we use three dif-
ferent retrieval engines to produce a pool of potentially rel-
evant news articles. For each posting along with comments,
the rankings from the three retrieval engines are merged into
one ranking list. Three judgers go through the top 200 re-
sults of this list to evaluate their relationships (generaliza-
tion, specialization and duplication) to the original posting.
The non-judged documents are considered irrelevant. De-
tails of the dataset are shown in Table 1.

In addition to the proposed news recommender, we also
implement two well-known news recommendation meth-
ods as the baseline (Bogers and Bosch 2007). The first
method, Okapi, is commonly applied as a representative of
the classical probabilistic model for relevant information re-
trieval (Robertson and Walker 1994). The second method,
LM, is based on statistical language models for relevant in-
formation retrieval (Ponte and Croft 1998). Following the
strategy of Bogers (Bogers and Bosch 2007), relevant news
articles are selected based on the title and first ten sentences
of the original postings. This is because news articles are
organized in so-called inverted pyramid style, meaning that
the most important information is usually at the beginning.

Traditionally, the quality of news recommendation
schemes is evaluated by a precision metric. The recommen-
dation redundancy, however, greatly bothers users. There-
fore, we argue that a novelty metric is as important for ef-
fectiveness evaluation of news recommendations. We group
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Table 2: Overall performance
Precision Novelty

Method P@10 MAP D@10 MAN

Okapi 0.827 0.833 0.807 0.751

LM 0.804 0.833 0.807 0.731

The Proposed 0.94 0.932 0.9 0.848

relevant news into three subcategories (generalization, spe-
cialization and duplication) based on the relationship to the
original posting. Thus, we apply precision and novelty met-
rics in our experiments as

P@N =
|C ∩ R|

|R|
, D@N =

|E ∩ R|

|R|
,

where, R is the subset of the top-n news articles returned
by the recommender, C is the set of tagged relevant news,
and E is the set of manually tagged relevant news exclud-
ing duplicated ones to the original news posting. We select
top 10 news articles for evaluation assuming most of readers
only browse up to 10 recommended articles (Karypis 2001).
Meanwhile, we also apply mean average precision (MAP)
and mean average novelty (MAN) for evaluation from a sys-
tem engineering point of view.

Overall Performance

A paired t-test shows that using P@10 and D@10 as per-
formance measures, our approach performed significantly
better than the best baseline methods as shown in Table 2,
at p=0.005 and p=0.015, respectively. In addition, we have
t-tests using MAP and MAN as performance measures, re-
spectively, and the p values of these tests are all less than
0.05, which means that the results of experiments are statis-
tically significant. We believe that such gains are caused by
the additional information from comment contents.

Parameters of Topic Profile

There are two major parameters to be considered carefully to
construct topic profile for news recommendations. That is,
(1) the number of highest weighted words to represent the
topic; (2) coefficient α to determine the contribution of orig-
inal posting and comments in selecting relevant news.We
conduct a series of preliminary experiments to find the opti-
mal performance obtained when the number of words is be-
tween 50 to 70 words, and α is between 0.65 to 0.75. Note
that, α can be manually set by readers in the GUI to sat-
isfy different purposes.When α is set to 0, the recommended
news only reflect the author’s opinion. When α is 1, sug-
gested news only declare the concerns of readers. In the
following experiments, we empirically set topic file word
number to 60 and α to 0.7.

Effect of Comments

To observe the impact of readers’ concerns on original news
posting in social media, which is reflected by comments on
the news postings, we study the following scenarios:

• RUN 1 (News): the topic file is constructed only based
on the original news posting itself. This is analogous to
traditional news recommenders which only consider the
focus of authors for suggesting further readings.

Table 3: Performance of three runs
Precision Novelty

Method P@10 MAP D@10 MAN

RUN 1 (News) 0.88 0.869 0.853 0.794

RUN 2 (Comments) 0.92 0.891 0.9 0.848

RUN 3 (Both) 0.94 0.932 0.9 0.848

Figure 4: Effect of content, quotation and reply relation

• RUN 2 (Comments): the topic file is constructed only
based on the comments.

• RUN3 (Both): the topic file is constructed based on both
the content of news and its comments.

Here, we set γ1 = γ2 = γ3 = 1. Our t-test shows that us-
ing P@10 and D@10 as performance measures, RUN3 per-
forms best as shown in Table 3, at p = 0.021 and p = 0.014,
respectively. These are much less than the critical confi-
dence value (0.05). We believe that such gains are con-
tributed by the additional information from user comments.

Furthermore, we investigate the effect of the three forms
of relationship among comments, i.e. content similarity, re-
ply, and quotation. We carry out a series of experiments for
this purpose. As shown in Figure 4, we can observe that
replies are slightly more effective than quotations and both
of these outperform pure content similarity. In other words,
the importance of comments can be well evaluated by the
logic organization of these comments. Quoting and reply-
ing reveal readers’ concerns on discussion topics. We also
notice that the incorporation of content similarity decreases
the system effectiveness. This may seem to contradict our
intuition that the textual information should complement the
logic-based models. By further investigating our results, we
find that content similarity sometimes misleads the decision
on the importance of the comments. Besides, the computa-
tion cost of calculating the content similarity matrix MC is
very high. Therefore, we only apply the structural informa-
tion to determine the importance of each comment.

Recommendation Explanation

To evaluate the precision of explaining the relationship of
recommended news to the original posting, the evaluation
metric of successful rate S is defined as

S =

m
∑

i=1

(1 − ei)/m
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where m is the number of recommended news articles, ei

is the error weight of recommended article i, which is em-
ployed to account for gravity of the error in the computed
success rate. In our study, the error weight is set to one if the
explanation result is mis-labelled.

Based on our study, we observed that the success rate at
top-10 is around 89.3%. Note that this includes the errors
caused by the retrieval function. To estimate optimal thresh-
olds of generalization and specialization, we calculated the
success rate at different thresholds and found that neither too
small nor too large values are good for explanation. In our
experiment, we set generalization threshold Θg to 3.2 and
specialization threshold Θs to 1.8. Actually, threshold val-
ues need to be set through a machine learning process, which
identifies proper values based on a given training sample.

Conclusion and Future Work

The Web has become a platform for information exchange
and user interaction, instead of information dissemination at
its earlier stage. Many of its applications are also being ex-
tended in this fashion. News recommendation is one such
example. Traditional application of recommendation is es-
sentially a push service to provide information according to
the profile of individual or groups of users. Its niche at the
Web 2.0 era lies in its ability to facilitate online discussion
by providing relevant news references to the active partic-
ipants. In this work, we present a framework for adaptive
news recommendation that incorporates information from
the entire discussion thread. This framework models the
logic structure among the comments by distinguishing the
cases of replies and quotations. By combining such logic
structural information with traditional statistical language
models, it can recommend news articles that meet the dy-
namic nature of a discussion forum. Our tests indicate that
this framework is able to return a wider scope of articles
from the Web which reflect the trend in the ongoing discus-
sion among its users. These articles are presented to the user
via a novel user interface.

This study can be extended in a few interesting ways. For
example, we can use this technique to process personal Web
blogs and email archives. The technique itself can also be
extended by incorporating such information as reader scores
on comments, chronological information of comments, and
reputation of users. Indeed, its power is yet to be further
improved and investigated.
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