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Abstract

We address the problem of mining name transliterations from
comparable corpora in languages P and () in the following
resource-poor scenario:

e Parallel names in PQ are not available for training.
e Parallel names in PR and R(Q) are available for training.

We propose a novel solution for the problem by computing a
common geometric feature space for P, () and R where name
transliterations are mapped to similar vectors. We employ
Canonical Correlation Analysis (CCA) to compute the com-
mon geometric feature space using only parallel names in PR
and RQ) and without requiring parallel names in PQ). We test
our algorithm on data sets in several languages and show that
it gives results comparable to the state-of-the-art transliter-
ation mining algorithms that use parallel names in PQ for
training.

Introduction

The importance of the problem of name translation in
cross-language tasks such as Machine Translation (MT) and
Cross-Language Information Retrieval (CLIR) is well rec-
ognized by the Human Language Technology community
(Chen et al. 1998), (Virga and Khudanpur 2003). In Ma-
chine Translation, many of the out-of-vocabulary words
are names and ‘“name dropping” and mis-translation of
names degrade the quality of the translated text (Hermjakob,
Knight, and Tii 2008). In CLIR, names form a significant
fraction of query terms and translating them correctly cor-
relates highly with the retrieval performance (Mandl and
Hacker 2005), (Udupa et al. 2009a). In Web Search, names
are particularly important as they are both highly frequent’
in queries and very helpful in understanding the intent of the
query. Given the importance of the problem, name translit-
eration has been extensively studied in the context of both

*This work was done by Mitesh during his internship at Mi-
crosoft Research India.
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'About 40% of the terms in web search queries are proper
nouns (e.g. Texas) and about 30% of the query terms are common
nouns (e.g. pictures) (Barr, Jones, and Regelson 2008). Further-
more, about 71% of web search queries contain at least one named
entity (e.g. Harry Potter) (Guo et al. 2009).
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MT and CLIR (Knight and Graehl 1998), (AbdulJaleel and
Larkey 2003), (Li et al. 2009), (Al-Onaizan and Knight
2002).

In this work, we are interested in Transliteration Min-
ing as it is known to give significantly better results than
Transliteration Generation in CLIR (Udupa et al. 2009a) and
can be employed for Named Entity Recognition in resource-
poor languages (Klementiev and Roth 2006) and Cross-
Language Named Entity Retrieval (Sproat, Tao, and Zhai
2006). Most Transliteration Mining algorithms involve a
training phase where a model is learnt over training data con-
sisting of parallel names in the source and target languages.
For many combinations of languages of the world, very lit-
tle or no training data is available. In such resource-poor
scenarios, most of the currently known Transliteration Min-
ing algorithms will not work well as they are crucially de-
pendent on the availability of parallel names in the source
and target languages. Therefore, a Transliteration Mining
algorithm that can work well even in the absence of parallel
names in the source and target languages is desirable.

We propose a novel Transliteration Mining algorithm that
learns a transliteration similarity model for the language pair
PQ even when no parallel names are available in PQ. Our
algorithm, however, expects training data in the form of par-
allel names in PR and R(Q to be available where R is a
bridge language. This is not a very uncommon scenario in
real-life especially when R is a resource-rich language such
as English. For instance, it is easy to obtain English-Greek
and English-Tamil parallel names on the Web but very diffi-
cult to get Greek-Tamil parallel names in sufficient number.

Our solution can be summarized as follows:

We compute a common geometric feature space for
P,Q, and R using parallel names in PR and R(@ by
a novel application of Canonical Correlation Analysis
(CCA)(Hardoon, Szedmak, and Shawe-Taylor 2004).

We compute the transliteration similarity of names in PQ
as a function of the Euclidean distance between the corre-
sponding feature vectors.

We show that our algorithm, while using only parallel
names in PR and R(), gives results comparable to those of
state-of-the-art Transliteration Mining algorithms that make
use of parallel names in PQ) for training. We report results
on several comparable corpora in English-Tamil, English-



Hindi and English-Russian using Kannada as the bridge lan-
guage.

The rest of the paper is organized as follows: We be-
gin by discussing important prior research related to our
work. Next we propose a method for measuring similarity
of names across languages. We show that a common fea-
ture space for names in the source and target languages can
be determined by employing Canonical Correlation Analy-
sis on parallel names. We then show that the common fea-
ture space can be learnt using a bridge language when no
parallel names in the source and target languages are avail-
able for training. Next we describe our experimental setup
and discuss results of the experiments. Finally, we discuss
some avenues for future work and conclude the paper.

Related Work

Transliteration Mining has received substantial attention in
the recent past. A discriminative approach which uses char-
acter n-grams as features was proposed by (Klementiev and
Roth 2006) and applied on small-sized temporally aligned
comparable news corpora in English-Russian. They also
combined time-series similarity with the discriminative clas-
sifier to improve the accuracy of their system as the dis-
criminative classifier by itself gave relatively poor accuracy.
However, time series are meaningful for only those names
which occur frequently in the corpora whereas a large major-
ity of names appear only a few times. Another discrimina-
tive approach using language-specific features for phonetic
similarity and time-series was proposed by (Sproat, Tao, and
Zhai 2006).

A generative model for Transliteration Mining based on
extended HMM model was introduced by (Udupa et al.
2009b). They used the generative model as part of their
MINT system for mining transliterations from large and un-
aligned comparable corpora. Further, they used the same
model to mine transliterations of out-of-vocabulary query
terms from the top results of the first pass retrieval of CLIR
systems and obtained impressive improvement in retrieval
performance (Udupa et al. 2009a).

A probabilistic model using the notion of “productions”
was proposed by (Pasternack and Roth 2009) and shown to
give significantly better results on some benchmarks than the
time-series based approach of (Klementiev and Roth 2006).
However, the model is computationally inefficient as it takes
seven hours for matching 727 single word names in English
against 47772 Russian words (Pasternack and Roth 2009).

All the methods discussed till now are supervised methods
and require name translations in the source and target lan-
guages for learning the model. An unsupervised constraint-
driven learning algorithm was proposed by (Chang et al.
2009). The method makes use of romanization tables and
constraints and gives significantly better results than (Kle-
mentiev and Roth 2006). However, the method relies cru-
cially on language-specific mapping constraints which are
generally not available for most languages.

Our method differs from all the above methods. Firstly, it
does not require parallel names in P and can leverage par-
allel names PR and R(@) where R is a bridge language such
as English. Thus, it can be applied to many more language
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pairs than any of these methods. Secondly, it is language-
agnostic and does not require any language-specific knowl-
edge. Thirdly, it is computationally very efficient as it takes
less than two minutes for matching around 1000 words in the
source language against 50000 words in the target language.

Transliteration Equivalence

At the heart of Transliteration Mining is the problem of
Transliteration Equivalence: given string p in language P
and string ¢ in language (), determine whether p and q are
transliterations of each other. In other words, Transliteration
Equivalence is the problem of measuring the similarity of
names across languages. Once the similarity is computed,
it can be appropriately thresholded to determine whether the
names are transliterations or not.

In this section, we describe how Canonical Correlation
Analysis can be employed to measure the similarity of
names across languages P and () when parallel names in
PQ are available at training time. In the next section, we de-
scribe how Canonical Correlation Analysis can be employed
to measure the similarity of names across languages P and
Q@ using R as the bridge language when parallel names in
PQ are not available at training time.

Measuring Similarity of Names Across Languages

Consider two names, Marie and Mary, in English written in
the Latin script. A simple intuitive method for computing
the similarity between the two names is to represent them as
feature vectors and compute the similarity of the two feature
vectors. The features, for example, can consist of character
unigrams and bigrams:

¢ (Marie)

(b (Mary) {m7 a7 T7 y? ma) a’r) ry}
All names in English can thus be represented in a common
feature space defined by character unigrams and bigrams in
English and the similarity between two names, namel (with
feature vector ¢;) and name2 (with feature vector ¢5), in
English can be determined as follows:

Sim (namel, name2) = e~ ller=eall*/2¢* (1)
We can use the same approach to determine the similar-
ity between a name in English (e.g. Mary) and another in
Hindi (e.g. #¥7) if we can find a way of representing the
two names by vectors in a common feature space. Once we
map names in different languages/scripts to the same feature
space, we can compute their similarity using Equation 1 and
determine whether the names are transliterations by a simple
thresholding of the similarity score.

Finding a common feature space for names in differ-
ent languages/scripts is a non-trivial problem as the feature
spaces of the two languages are disjoint as the scripts are to-
tally different. We describe a principled method for finding
a common feature space using CCA in the next sub-section.
In its simplest form, CCA learns two linear transformations
A and B which can be used to map the feature vectors in the
source and target languages to a common feature space:

¢ —AT¢=¢, € R?
¢ — BTy = ¢, € R?

{m,a,r i,e,ma,ar, ri,ie}

2
3)



Learning a Common Feature Space for P() using
Parallel Names in P(Q)

Given a sample of multivariate data with two views, CCA
finds a linear transformation for each view such that the cor-
relation between the projections of the two views is maxi-
mized. Consider a sample Z = {(z;,y;) } /-, of multivariate
data where z; € R% and y; € R% are two views of the ob-
ject. In our case, (p;, q;), @ = 1,..., N is the set of parallel
names in PQ and x; (and resp. y;) is the feature vector for
the name p; (and resp. ¢;) in language P (and resp. Q).

Let X = [z1,...,2,) and Y = [y1,...,yn]. Assume
that X and Y are centered?, i.e., they have zero mean. Let a
and b be two directions. We can project X onto the direction
atoget U = [uy,...,u,] where u; = a’z;. Similarly,
we can project Y onto the direction b to get the projections
V = [v1,...,v,] where v; = bTy;. The aim of CCA is
to find a pair of directions (a, b) such that the projections U
and V' are maximally correlated. This is achieved by solving
the following optimization problem:

< Xa,Yb>
ab) TTv oL
@ Xal[|[Y0]]
al XYTh
(@) T X X Tav/bTY Y Th

max

“

max

The objective function of Equation 4 can be maximized
by solving the following generalized eigenvalue problem
(Hardoon, Szedmdk, and Shawe-Taylor 2004):

NMXXxTa
\b

Xy (vy") " vxTa
(vy") 'y x7a

&)
(6)

The subsequent basis vectors can be found by adding the
orthogonality of bases constraint to the objective function.
Although the number of basis vectors can be as high as
min{Rank(X), Rank(Y )}, in practice, only the first few
basis vectors are used since the correlation of the projec-
tions is high for these vectors and small for the remaining
vectors. In the remainder of this paper, we refer to the first
d > 0 basis vectors as A and B.

Figure 1 pictorially depicts the operation of CCA.

Transliteration Equivalence using Bridge
Language

In the previous section, we saw how to determine a common
feature space for names in P and how to map the names
to the common feature space. However, the solution to the
problem of Transliteration Equivalence critically depended
on the availability of parallel names in P(). In this section,
we show how to accomplish the same thing without using
parallel names in P() but using a bridge language R.

If X and Y are not centered, they can be centered by subtract-
ing the respective means
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Figure 1: Canonical Correlation Analysis

Learning a Common Feature Space for P() using
R as the Bridge Language

We are given m > 0 parallel names {(pi, ;) }ie, in PR and
n > 0 parallel names {(r;, qz)}t 1 in RQ. Let

€ R™ be the feature vector for the name p;, i =

® S;
1,....,m.

e t; € R% be the feature vector for the name r;, i =
1 m.

ey
u; € R? be the feature vector for the name r;, i = m +
1,....m+n.

v; € R% be the feature vector for the name ¢;, i = m +

1,...,m+n.
o S=[s1,...,8m] € RI*™
o T =[t1,...,t,] € RIzxm,
o U= [Um+1, ey Umyn] € RI2XM,
oV =[Umni1,- s Umin] € RBX"

We treat each (p;,r;), ¢ = 1,...,m as a single semantic
object with two views (s7, O)T and t;. One of the views,
namely ¢, is due to the bridge language name r;. The other
view is a composite view consisting has two parts. The first
part is due to the source language name p; whereas the sec-
ond part, due to the unknown target language transliteration
of (Tiapi) is 0.

Similarly, we treat each (r;,q;), i =m+1,...,m+n

. S . . T
as a single semantic object with two views u; and (07 vl ) .



Source-Bridge Pair {gandhi, reod }

Target-Bridge Pair  : {f=s, mod}

Composite view with source
g.a,n,d,h,i,ga,an,nd,dh,hi,0,0,0,0....

Bridge view
n,ogi0,5,05°%, M, a0, 305, B
Composite view with target Bridge view

0,0,0,0.%f 73R gy o

Figure 2: Views using Bridge Language with source lan-
guage as English, target language as Hindi and bridge lan-
guage as Kannada

One of the views, namely u;, is due to the bridge language
name r;. As before, the other view has two parts. The
first part of this view, due to the unknown source language
transliteration of (r;, ¢;), is O whereas the second part is v;
and is due to the target language name g;.

Thus, for every pair of parallel names in the training data,
we can form two views:a first view x; from the bridge lan-
guage name r; and a composite second view y; from the

7

counterpart of r; as follows:
(O,UiT)T € Rhtds }

{tieRdz if1<i<m

€Ty =

T . .

(ST 0) € Rir+ds ifl1<i<m

Figure 2 illustrates the construction of the two views of

u; € R% ifm<i<m+n
Yi = . .
’ { fm<i<m+n

name pairs.
Let
= [, . Tmyn) =[ T U | € REX(m+n),
Y = [yl,-..,ym-i-n] = |: g ‘9 :| S R{ditds)x(m+n)

We can now use the machinery of CCA to find a common
feature space for PQ. In fact, we can find a common feature
space for PQ R in which name transliterations in the three
languages are mapped to similar vectors.

As in the previous section, we wish to find projection vec-
tors a € R% and b € R%14 such that the projections X 7'a
and YTb are maximally correlated. Unlike before, the vec-

tor b can now be decomposed into two parts: b = (b], 1) T
where by corresponds to the source language component of
the composite view and by corresponds to the target lan-
guage component.

To find a, b; and by we solve the following optimization
problem stated in Equation 4 using the matrices X and Y
formed as described earlier in this section:

aTTSThy +aTUVT by

VaT(TTT + UUT)ay /b7 SSTby + b VVTh

(O]

P = MaZ(a,by,by)

It can be easily seen that the desired projection vectors are
given by the solutions of the following generalized eigen-

O, 2,23,0, 075, 16 0, 3%, 030, 05, -

3, Et
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value problem:

Ma = A2 (TTT T UUT) a
STT a= ASSTh
vuT AVV T,

where M = 757 (587) ' sT” + UV (vVT) T vUT.

We refer to the first d > 0 triple of basis vectors as A,
B and By. We compute the similarity of a pair of names in
PQ by projecting the source language name to the common
feature space using B; and projecting the target language
name using B> and computing the similarity between the
two vectors using Equation 1.

Empirical Evaluation

We tested the effectiveness of our algorithm on data sets in
several languages in several settings. In this section, we re-
port the important results and analyze them. In the remain-
der of this section, we refer to our algorithm by the name
BRIDGE-CCA.

Experimental Setup

As we wanted to compare the effectiveness of BRIDGE-
CCA with a state-of-the-art Transliteration Mining algo-
rithm, we used the same experimental setup as the one used
by (Udupa et al. 2008) and (Udupa et al. 2009b). They use a
two-stage approach called MINT for mining name transliter-
ations from comparable corpora. In the first stage, for every
document in the source language side, MINT finds a set of
documents in the target language side with similar content
using a KL-divergence based crosslanguage document sim-
ilarity model. In the second stage, MINT extracts names
from each source language document and matches them
with candidates in the target language documents found in
the first stage for this document. In our experiments, the first
stage of MINT remained exactly the same. However, we
used BRIDGE-CCA instead of the extended HMM model
used by (Udupa et al. 2009b).

(Udupa et al. 2009b) proposed the following three data
environments for evaluation:
IDEAL: Every article in the comparable corpora is aligned
with exactly one similar article in the other language and the
pairing of articles in the comparable corpora is known in ad-
vance.
NEAR-IDEAL: Every article in the comparable corpora is
known to have exactly one conjugate article in the other lan-
guage though the pairing itself is not known in advance.
REAL: For a given article in the source side of the com-
parable corpora, the existence of an equivalent article in the
target side is not guaranteed.

We used the same comparable corpora described in (Udupa
et al. 2009b) as summarized in Table 2. As we were con-
cerned only with the mining stage of MINT, we used exactly
the same article alignments produced by the first stage of
MINT for the NEAR-IDEAL and REAL environments.



MRR of

Test Bed Environment | Mining Direction Lgrfl(lilgzle e MRR BRIDGE-CCA as %
guag of MRR of MINT
BRIDGE-CCA | MINT

ET-ST IDEAL English-Tamil Kannada 0.80 0.82 97.5%
EH-ST IDEAL English-Hindi Kannada 0.82 0.93 88.1%
ER-ST IDEAL English-Russian Kannada 0.77 0.79 97.4%
ET-ST NEAR-IDEAL English-Tamil Kannada 0.68 0.84 80.9%
EH-ST NEAR-IDEAL English-Hindi Kannada 0.78 0.86 90.6%

| ET-LT \ REAL | English-Tamil | Kannada | 0.62 | 058 | 106.8%

Table 1: Performance of BRIDGE-CCA and MINT in the IDEAL, NEAR-IDEAL and REAL environments

Corpus Language Data Article in Words in

P Pair Environments Thousands Millions

grs | Cnelish- | IDEALNEAR- 00 1 500 | 042 | 032
Tamil IDEAL

g | Enelish- | IDEALNEAR- 0 119 | 397 | 357
Hindi IDEAL

Ers | Enelish- | IDEALNEAR- ) 50 1 530 | 103 | 040
Russian IDEAL

ErL | EREsh ppar 103.8 | 1443 | 27.5 | 194
Tamil

Table 2: Comparable Corpora

Training Data

Table 3 summarizes the training data used by our algorithm
and the second stage of MINT (Udupa et al. 2009b). Note
that we use no name pairs in the source and target languages
for training our model. Further, the total number of name
pairs used by us is substantially smaller than that used by
(Udupa et al. 2009b). There were no common names in the
source-bridge and bridge-target data sets.

Language Pair Name Pairs
BRIDGE-CCA | MINT
English-Tamil | (287080 B9 | 16K
English-Hindi | (281 QIO | 16K
English-Russian E‘;%:Ei? ( S(ISQI)Q-'- ~16K

Table 3: Training Data

Testbeds

We used the same testbeds as those used by (Udupa et al.
2009b). The testbeds for the IDEAL and NEAR-IDEAL en-
vironments are summarized in Table 4 and the testbed for
REAL in Table 5.
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. Distinct
Comparable Article
Testbed Corpora Pairs Na{ne
Pairs
ET-ST ET-S 200 672
EH-ST EH-S 200 373
ER-ST ER-S 100 347

Table 4: Test Beds for IDEAL and NEAR-IDEAL

. Distinct
Comparable Article
Testbed Corpora Pairs Nafne
Pairs
ET-LT ET-L 100 228

Table 5: Test Bed for REAL

Features

We used character bigrams as features for all our exper-
iments. For example, for representing the English word
Marie the features used are { ma, ar, ri, ie }. Similarly,
the features used for representing the Hindi word &7 are {
g }. We also experimented with other features like
unigrams, trigrams and combinations of unigrams, bigrams
and trigrams. However, we found that the best performance
was obtained using only bigrams and hence we used only
bigrams for all our experiments.

Performance Measure

We used Mean Reciprocal Rank as the performance measure
in our experiments:

N
1
MRR = § - (8)
T
i=1

where r; is the rank assigned by the mining algorithm to
the correct transliteration of the ith source language name in
the testbed. A MRR of 1 means that the mining algorithm
always ranks the correct transliteration higher than any other
candidate word. Therefore, a high MRR is an indication of
the effectiveness of the mining algorithm.



Results

Table 1 compares the performance of our algorithm with that
of MINT. We notice that even though BRIDGE-CCA uses
substantially less training data than MINT and uses abso-
lutely no parallel names in the source and target languages it
is still able to compete with MINT which uses such data.
For example, in the IDEAL environment, BRIDGE-CCA
gave at least 88% of the performance of MINT and pro-
duced a very high MRR on all the testbeds. Similarly, in the
NEAR-IDEAL environment, BRIDGE-CCA gave 80-90%
of the performance of MINT. Finally, in the REAL environ-
ment, BRIDGE-CCA gave surprisingly better performance
than MINT on the English-Tamil testbed.

BRIDGE-CCA does well even in terms of computational
complexity as it took less than two minutes for mining all
the transliterations in each of the data environments and on
all the testbeds.

Apart from calibrating its performance in the bridge set-
ting, we also wanted to test the strength of CCA as a classi-
fier in general. For this we conducted experiments to check
its performance when direct training data was available be-
tween PR. We found that in all the data environments the
performance of CCA was within +2% of the performance
of the HMM based classifier used by MINT. Due to lack of
space we have not reported the exact numbers here but its
worth noting that BRIDGE-CCA gave 85-100% of the per-
formance of DIRECT-CCA (i.e., a CCA classifier trained
using direct PR data). These results further highlight the
strength of BRIDGE-CCA.

Future Work and Conclusions

We proposed a principled method for Transliteration Mining
in a resource-poor scenario leveraging a bridge language.
Our method does not need parallel names in the source and
target languages and does not assume that the comparable
corpora are temporally aligned. Further, it is language-
agnostic as it does not make use of language-specific infor-
mation. Experimental results show that the effectiveness of
our method is comparable to that of a state-of-the-art algo-
rithm that uses parallel names in the source and target lan-
guages for training.

As future work, we would like to see if a very small
amount of direct data is available between P(Q), can the
model be suitably adjusted to include this data for training
in addition to the data available between PR and R(). We
would also like to explore Transliteration Generation in the
resource-poor scenario discussed in this work.

References

AbdulJaleel, N., and Larkey, L. S. 2003. Statistical translit-
eration for english-arabic cross language information re-
trieval. In CIKM ’03: Proceedings of the twelfth interna-
tional conference on Information and knowledge manage-
ment. ACM.

Al-Onaizan, Y., and Knight, K. 2002. Machine transliter-
ation of names in arabic text. In Proceedings of the ACL-
02 workshop on Computational approaches to semitic lan-
guages. Association for Computational Linguistics.

1351

Barr, C.; Jones, R.; and Regelson, M. 2008. The lin-
guistic structure of english web-search queries. In Confer-
ence on Empirical Methods in Natural Language Processing
(EMNLP).

Chang, M.-W.; Goldwasser, D.; Roth, D.; and Tu, Y. 2009.
Unsupervised constraint driven learning for transliteration
discovery. In NAACL-HLT.

Chen, H.-H.; Huang, S.-J.; Ding, Y.-W.; and Tsai, S.-C.
1998. Proper name translation in cross-language informa-
tion retrieval. In COLING-ACL.

Guo, J.; Xu, G.; Cheng, X.; and Li, H. 2009. Named en-
tity recognition in query. In SIGIR ’09: Proceedings of the
32nd international ACM SIGIR conference on Research and

development in information retrieval, 267-274. New York,
NY, USA: ACM.

Hardoon, D. R.; Szedmak, S.; and Shawe-Taylor, J. 2004.
Canonical correlation analysis: An overview with applica-
tion to learning methods. Neural Computation 16(12):2639—
2664.

Hermjakob, U.; Knight, K.; and Lii, H. D. 2008. Name
translation in statistical machine translation - learning when
to transliterate. In Proceedings of ACL-08: HLT. Associa-
tion for Computational Linguistics.

Klementiev, A., and Roth, D. 2006. Named entity transliter-
ation and discovery from multilingual comparable corpora.
In HLT-NAACL.

Knight, K., and Graehl, J. 1998. Machine transliteration.
Computational Linguistics 24(4):599-612.

Li, H.; Kumaran, A.; Pervouchine, V.; and Zhang, M. 2009.
Report of news 2009 machine transliteration shared task. In
Proceedings of the 2009 Named Entities Workshop: Shared
Task on Transliteration (NEWS 2009). Association for Com-
putational Linguistics.

Mandl, T., and Hacker, C. W. 2005. The effect of named
entities on effectiveness in cross-language information re-
trieval evaluation. In SAC ’05: Proceedings of the 2005
ACM symposium on Applied computing. ACM.

Pasternack, J., and Roth, D. 2009. Learning better translit-
erations. In CIKM, 177-186.

Sproat, R.; Tao, T.; and Zhai, C. 2006. Named entity translit-
eration with comparable corpora. In ACL.

Udupa, R.; Saravanan, K.; Kumaran, A.; and Jagarlamudi, J.
2008. Mining named entity transliteration equivalents from
comparable corpora. In CIKM, 1423-1424.

Udupa, R.; Saravanan, K.; Bakalov, A.; and Bhole, A.
2009a. “they are out there, if you know where to look™: Min-
ing transliterations of oov query terms for cross-language
information retrieval. In ECIR, 437-448.

Udupa, R.; Saravanan, K.; Kumaran, A.; and Jagarlamudi, J.
2009b. Mint: A method for effective and scalable mining of
named entity transliterations from large comparable corpora.
In EACL, 799-807.

Virga, P., and Khudanpur, S. 2003. Transliteration of proper
names in cross-language applications. In SIGIR, 365-366.





