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Abstract

The latent topic model plays an important role in the unsuper-
vised learning from a corpus, which provides a probabilistic
interpretation of the corpus in terms of the latent topic space.
An underpinning assumption which most of the topic models
are based on is that the documents are assumed to be inde-
pendent of each other. However, this assumption does not
hold true in reality and the relations among the documents
are available in different ways, such as the citation relations
among the research papers. To address this limitation, in this
paper we present a Bernoulli Process Topic (BPT) model,
where the interdependence among the documents is modeled
by a random Bernoulli process. In the BPT model a document
is modeled as a distribution over topics that is a mixture of
the distributions associated with the related documents. Al-
though BPT aims at obtaining a better document modeling
by incorporating the relations among the documents, it could
also be applied to many applications including detecting the
topics from corpora and clustering the documents. We ap-
ply the BPT model to several document collections and the
experimental comparisons against several state-of-the-art ap-
proaches demonstrate the promising performance.

Introduction

Unsupervised learning from documents is a fundamental
problem in machine learning, which aims at modeling the
documents and providing a meaningful description of the
documents while preserving the basic statistical information
about the corpus. Many learning tasks, such as organizing,
clustering, classifying, or searching a collection of the doc-
uments, fall into this category. This problem becomes even
more important with the existing huge repositories of text
data, especially with the rapid development of Internet and
digital databases, and thus receives an increasing attention
recently.

There has been comprehensive research on the unsuper-
vised learning from a corpus and the latent topic models play
a central role among the existing methods. The topic models
extract the latent topics from the corpus and therefore rep-
resent the documents in the new latent semantic space. This
new latent semantic space bridges the gap between the doc-
uments and words and thus enables the efficient processing
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of the corpus such as browsing, clustering, and visualization.
PLSI (Hofmann 1999) and LDA (Blei, Ng, and Jordan 2003)
are two well known topic models toward document model-
ing by treating each document as a mixture of a set of top-
ics. In these and other existing probabilistic models, a basic
assumption underpinning the generative process is that the
documents are independent of each other. More specifically,
they assume that the topic distributions of the documents are
independent of each other. However, this assumption does
not hold true in practice and the documents in a corpus are
actually related to each other in certain ways; for example,
research papers are related to each other by citations. The
existing approaches treat the citations as the additional fea-
tures similar to the content. For example, Cohn et al. (2000)
applies the PLSI model to a new feature space which con-
tains both content and citations. The LDA model is also
exploited in a similar way (Erosheva, Fienberg, and Lafferty
2004). As another example, Zhu et al. (2007) combine the
content and citations to form an objective function for opti-
mization.

Figure 1: An example of a paper corpus in which the papers
are related to each other by the citations.

The above studies, however, fail to fully capture the rela-
tions represented by the citations by simply treating the ci-
tations in the same way as the content. An example in Fig. 1
illustrates the relations represented by the citations. Paper d1

cites paper d2 and thus the topic distributions of d1 and d2

depend on each other. If the content of paper d2 focuses on
the “document clustering” problem, one should expect that
paper d1 is more or less related to the “document clustering”
problem as well. Such relations cannot be captured by sim-
ply treating the citations as the additional features. Another
disadvantage of the above studies is that they ignore the tran-
sitive property of the relations. In Fig. 1, although d3 is not
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cited directly by dN , they are related indirectly through dj .
In other words, d3 still has influence on dN .

To address the above limitations in the existing ap-
proaches, in this paper we propose a Bernoulli Process
Topic (BPT) model which explicitly considers the relations
among the documents when extracting the latent topics from
the corpus. In order to model the dependence among the
documents, the content of each document could be consid-
ered to be from two sources: the related documents and the
document alone. Therefore, in the BPT model each docu-
ment is modeled as a distribution over the topics that is a
mixture of the distributions associated with the related doc-
uments. In order to model transitive property of the relations
a Bernoulli random process is proposed to generate the re-
lated documents from the given document. The variational
approximation approach is adopted to estimate the parame-
ters due to the intractability of the computation of the poste-
rior probabilities.

The BPT model could be applied to lots of applications
including detecting the topics from corpora and clustering
the documents. We apply the BPT model to several docu-
ment collections and the experimental comparisons against
state-of-the-art approaches demonstrate the promising per-
formance.

Related Work

PLSI (Hofmann 1999) is one well known topic model to-
wards document modeling which treats each document as a
mixture of the topics and each topic as a multinomial dis-
tribution over the words. Based on PLSI, LDA model (Blei,
Ng, and Jordan 2003) is a parametric empirical Bayes model
introducing a Dirichlet prior for the topic distributions of the
documents, which makes it possible to generate new doc-
uments not available in the training stage. Different from
PLSI and LDA, the BPT model in this paper incorporates
the relations available in the corpus in the generative process
to model the interdependence among the documents. BPT is
a more general framework in the sense that LDA is a special
case of BPT.

PHITS (Cohn and Chang 2000) is a probabilistic model
for the citations similar to PLSI, where the content of the
documents is ignored. Cohn et al. (2000) combine PLSI and
PHITS in a linear fashion (we call it PLSI+PHITS for refer-
ence purpose). Similarly, Erosheva et al. (2004) consider the
citations in LDA model (we call it Link-LDA). Following
this line of research, Nallapati et al. (2008) propose a Link-
PLSI-LDA model which assumes a PLSI+PHITS model for
the cited documents and a Link-LDA model for the citing
documents. The above studies, however, fail to fully capture
the relations represented by the citations by simply treating
the citations as the additional features. Different from the
above studies which generate the citations from the docu-
ments, the BPT model in this paper considers the citations as
the observed information to avoid the unnecessary assump-
tion of generating the citations since we are interested in the
latent topics instead of the citations.

The relations within the corpus have received attentions
recently. Dietz et al. (2007) propose a citation influence

model for the hyperlinked documents by the citations. Simi-
larly, Shaparenko et al. (2007) consider the relations among
the non-hyperlinked documents by modeling one document
as a mixture of other documents. To model the authors’
interest, Rosen-Zvi et al. (2004) present the author-topic
model which extends LDA by including the authors infor-
mation. Specifically, the author-topic model considers the
topic distribution of a document as a mixture of topic distri-
butions of the authors. The transitive property of the rela-
tions, however, is ignored in the above studies.

Bernoulli Process Topic Model

Bernoulli Process Topic (BPT) model is a generative proba-
bilistic model of a corpus along with the citation information
among the documents. Similar to the existing topic models,
each document is represented as a mixture over latent top-
ics. The key feature that distinguishes the BPT model from
the existing topic models is that the relationships among the
documents are modeled by a Bernoulli process such that the
topic distribution of each document is a mixture of the dis-
tributions associated with the related documents.

Suppose that the corpus D consists of N documents in
which M distinct words form the vocabulary set W . A
document d is a sequence of Ld words denoted by wd =
(wd1, wd2, · · · , wdLd

) where Ld is the length of the docu-
ment and wdi ∈ W is the word in the i-th position of the
document. In addition, each document d may have a set
of citations Cd, so that the documents are linked together
by these citations. Therefore, the corpus can be represented
by a directed graph as shown in Fig. 1. Other types of re-
lationships among the documents are also possible such as
hyperlinks among the webpages and they also lead to a di-
rected graph. Consequently, BPT model is applicable to the
general scenario where the linked documents can be repre-
sented by a directed graph. For simplicity, we focus on the
situation where citations among the documents are available.
The extension to other scenarios is straightforward.

The BPT model assumes the following generative process
for each word wdi in each document d in the corpus:

1. Choose a related document cdi from p(c|Ξd), a multino-
mial probability conditioned on the document d.

2. Choose a topic zdi from the topic distribution of the doc-
ument cdi, p(z|cdi,Θ).

3. Choose a word wdi which follows the multinomial distri-
bution p(w|zdi,Λ) conditioned on the topic zdi.

Figure 2: The BPT model using the plate notation.

The corpus is obtained once every document in the corpus
is generated by this process, as shown in Fig. 2. In this gen-
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erative process, the latent topic set is Z where |Z| = K .
The relations among the documents are represented by an
N × N matrix Ξ with the entry Ξcd = p(cdi = c),
which we treat as a fixed quantity computed from the ci-
tation information of the corpus. We denote by an K × N
matrix Θ the topic distributions of the documents, where
Θzc = p(zdi = z|cdi = c), ∀d, i. Each column of Θ denotes
the topic distribution of the corresponding document (θ in
Fig. 2). The c-th column of Θ is denoted by Θc and sim-
ilarly, the d-th column of Ξ by Ξd. We further assume
that for each c, Θc is drawn from a Dirichlet distribution,
DirK(α), where α is a K-dimensional vector. The word
probabilities are parameterized by an M × K matrix Λ,
where Λwz = p(wdi = w|zdi = z), ∀d, i.

This generative process leads to a joint probability distri-
bution

p(C, Z,D,Θ|α, Λ,Ξ)

= p(Θ|α)
d

p(cd|Ξd)p(zd|cd, Θ)p(wd|zd, Λ) (1)

where p(Θ|α) = N
c=1 p(Θc|α), p(cd|Ξd) =

Ld

i=1 p(cdi),

p(zd|cd, Θ) =
Ld

i=1 p(zdi|cdi,Θ), and p(wd|zd, Λ) =
Ld

i=1 p(wdi|zdi,Λ). By marginalizing Θ, C, and Z in Eq. (1),
we obtain the likelihood

L(α,Λ;D,Ξ) =
Z,C

p(C, Z,D,Θ|α, Λ, Ξ)dΘ

= B(α)−N (
c,z

Θαz−1
zc )

d,w

[ΛΘΞ]
Awd

wd
dΘ

(2)

where c and d enumerate over D, z over Z , w over W ,
Beta function B(α) = z Γ(αz)/Γ( K

z=1 αz), and the number
of term occurrence Awd =

Ld

i=1[wdi = w] ([•] is indicator
function).

Bernoulli Process

The document relation matrix Ξ is computed from the ci-
tation information of the corpus. Suppose that document d
has a set of citations Qd. A matrix S is constructed to de-
note the direct relationships among the documents in this
way: Scd = 1/|Qd| for c ∈ Qd and 0 otherwise, where
|Qd| denotes the cardinality of set Qd. A simple method to
compute Ξ is to set Ξ = S. However, this strategy is not
enough to capture the relationships among the documents.
In the example in Fig. 1, dN does not cite d3 directly and
Ξ3,N = 0 according to the above strategy. But dN is related
to d3 indirectly through dj . Therefore, Ξ3,N should not be
equal to 0.

To incorporate the indirect relations among the docu-
ments, we assume the following generative process for gen-
erating a related document c from the given document d.

1. Let l = d.
2. Draw t ∼ Bernoulli(β).
3. If t = 1, draw h ∼ Multinomial(Sl), where Sl denotes

the l-th column of S; let l = h, and go to Step 2.
4. Let c = l.
The above generative process combines the Bernoulli pro-
cess and the random walk on the directed graph together,
where the transitive property of the relations is captured.
The parameter β of the Bernoulli process determines the
probability that the random walk stops at the current node.
As a result of the above generative process, Ξ can be ob-
tained according to the following proposition which can be

proven by the properties of random walk. The proof is omit-
ted due to space limitation.

Proposition 1. The probability matrix Ξ is given as follows

Ξ = (1 − β)(I − βS)−1 (3)

When Ξ is an identity matrix (equivalently, β = 0), the
relations among the documents are not considered at all and
BPT reduces to LDA (Blei, Ng, and Jordan 2003). Thus,
LDA is a special case of BPT when β = 0.

Variational Parameter Estimation

Following the principle of the maximum likelihood, one
needs to maximize Eq. (2) which is intractable to compute
due to the integration of Θ. Similar to LDA, an approxi-
mate solution, however, can be obtained by introducing the
variational parameters.

Proposition 2. Function f(α,Λ,Ω) is defined as

d,c,z,w

AwdΦwzcd log(
ΛwzΞcd

Φwzcd

) +
c

log
B(γc)

B(α)
(4)

where d and c enumerate overD, z over Z , and w overW;
Ω is a nonnegative matrix of size K × N , Φ = ϕ(Λ,Ω)
defined as Φwzcd = (ΛwzΩzcΞcd)/[ΛΩΞ]wd, and γc =
{γzc : γzc = αz +

∑

d,w ΦwzcdAwd}. Then the inequality

log L(α,Λ;D,Ξ) ≥ sup
Ω

f(α, Λ,Ω)
holds true.

The proof is provided in the appendix. This proposition
gives a variational lower bound of the likelihood. The ap-
proximate solution to Eq. (2) can be obtained by maximiz-
ing the lower bound f(α,Λ,Ω), which, however, is not a
convex function. Thus, the global optimum solution is not
realistic and we aim at obtaining a local maximum.

Update Rules

In order to achieve the lower bound, the parameters can
be estimated by an alternative descend algorithm similar to
NMF algorithm (Lee and Seung 2000). To facilitate the
derivation, we define a mixture projection from vector x
onto a simplex as vector y ( yk = xk/

∑

l xl), denoted by

y = PM (x)1. Similarly, a Dirichlet adjustment is defined
as the following.

Definition 1. A K-dimensional vector y is the Dirichlet ad-
justment of a K-dimensional vector x with respect to Dirich-
let distribution DirK(α) if

yk = exp(Ψ(αk + xk)−Ψ(
l

(αl + xl))), ∀k

where Ψ(·) is digamma function. It is denoted by y =
PD(x, α).

The above operations can be extended to a matrix by ap-
plying the operations on each column of the matrix, which

can be denoted by Y
PM←− X and Y

PD(·,α)
←− X, respectively,

where X,Y are matrices. The parameters in BPT model can
be estimated by these operations, as shown in the following
proposition, where X ◦Y is element-wise product of matri-
ces X, Y and X

Y
is element-wise division.

1It is known as m-projection onto simplex in information ge-
ometry.
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Proposition 3. The local maximum of f(α,Λ,Ω) is ob-
tained by iteratively sequentially applying the following up-
date rules

Λ
PM←−

A

Λ(ΩΞ)
(ΩΞ)⊤ ◦Λ (5)

Ω
PD(·,α)
←− Λ

⊤ A

Λ(ΩΞ)
Ξ

⊤ ◦Ω (6)

αz ← αz
c{Ψ(γzc)−Ψ(αz)}

c{Ψ( z γzc)−Ψ( z αz)}
, 1 ≤ z ≤ K (7)

This proposition is proven in the appendix. Inference on
a new corpus can be obtained by computing the variational
bound of L(α,Λ;D,Ξ) for given α, Λ. In other words,
we can fix α, Λ and iteratively apply Eq. (6) to find the
maximum of f(α,Λ,Ω).

Experimental Evaluations

BPT is a probabilistic model towards unsupervised learn-
ing from linked documents. Thus, it can be applied to lots
of applications such as organizing, classifying, clustering,
or searching a collection of documents. In this section, we
investigate two important applications: document modeling
and document clustering. In all the experiments, the param-
eter β in the BPT model is simply fixed at 0.99.

Document Modeling

The goal of document modeling is to generalize the trained
model from the training dataset to a new dataset. Thus, we
wish to obtain high likelihood on a held-out test set. In
particular, we compute the perplexity of the held-out test
set to evaluate the models. A lower perplexity score indi-
cates a better generalization performance. More formally,
the perplexity for a test set of N documents is defined as

perplexity(D) = exp
(

−
∑N

i=1 log p(di)/
∑N

i=1 Li

)

. We

conduct the experiment on a subset of the CiteSeer2 corpus
which is a standard dataset with citation information avail-
able. CiteSeer contains papers published in the conferences
and journals of different research areas in computer science
including artificial intelligence, information retrieval, hard-
ware, etc. There are 9135 papers with 889 unique words
in the subset used in the evaluations. The whole corpus is
randomly split into two parts (70% and 30%), with the 70%
used to train the model and the 30% used as the held-out
test set. We compare BPT against other two state-of-the-art
topic models LDA (Blei, Ng, and Jordan 2003) and Link-
LDA (Erosheva, Fienberg, and Lafferty 2004). Fig. 3 shows
the perplexity results where the number of the topics varies
from 10 to 200. As can be seen, the BPT model achieves a
significant improvement on the generalization performance,
which substantiates that the relations among the documents
do offer help in the document modeling. Note that Link-
LDA has higher perplexity than LDA since the additional
citation features are introduced in Link-LDA.

2
http://citeseer.ist.psu.edu/

Figure 3: Perplexity comparisons on the CiteSeer dataset.

Document Clustering

Document clustering is performed on another standard
dataset with the citation information available: Cora (Mc-
Callum et al. 2000). There are 9998 papers with 3609
unique words in Cora, which is categorized into 10 classes.
For each paper, a unique label is assigned to indicate the re-
search area it belongs to.

Evaluation Metrics The two widely used metrics to mea-
sure the clustering performance are accuracy (AC) and nor-
malized mutual information (NMI). Suppose that t and g
are the cluster labels (obtained by a certain clustering al-
gorithm) and the ground truth labels, where ti and gi are
the labels for document di. The best mapping function π
from t to g can be found by Hungarian algorithm (Lovasz
and Plummer 1986). The accuracy is defined by AC =
1
N

∑N

i=1 δ(gi, π(ti)), where δ(x, y) = 1 if x = y and 0
otherwise.

The following normalized mutual information which
takes a value between zero and one measures the clustering
performance from the viewpoint of information theory.

NMI = MI(t, g)/max(H(t), H(g)) (8)

where t and g are the random variables corresponding to the
cluster distributions of t and g, respectively; MI(t, g) is the
mutual information between random variables t and g; H(t)
is the entropy of the random variable t.

One disadvantage of NMI is that Eq. (8) only considers
the maximum of the entropies and the smaller one does not
contribute at all. A more reasonable metric should take into
account both entropies. Inspired by the F1 score measure
used to measure the classification performance, we propose
the Information F1 score (IF1) which is the harmonic mean
of Information Recall (IR) and Information Precision (IP).

IR =
MI(t, g)

H(g)
IP =

MI(t, g)

H(t)
IF1 =

2 ∗ IR ∗ IP

IR + IP

Note that IF1 is identical to the symmetric uncertainty (Wit-
ten and Frank 2005).

Performance Comparisons By representing the docu-
ments in terms of latent topic space, the topic models can
assign each document to the most probable latent topic ac-
cording to the topic distributions of the documents. To
demonstrate how our method improves the clustering per-
formance over the state-of-the-art clustering methods, we
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compare the BPT model with the following representative
clustering methods.

1. Traditional K-means.
2. Spectral Clustering with Normalized Cuts (Ncut) (Shi and

Malik 2000).
3. Nonnegative Matrix Factorization (NMF) (Xu, Liu, and

Gong 2003).
4. Probabilistic Latent Semantic Indexing (PLSI) (Hofmann

1999).
5. Latent Dirichlet Allocation (LDA) (Blei, Ng, and Jordan

2003).
6. PHITS (Cohn and Chang 2000).
7. PLSI+PHITS, which corresponds to α = 0.5 in (Cohn

and Hofmann 2000).
8. Link-LDA (Erosheva, Fienberg, and Lafferty 2004).

For the probabilistic models (BPT, PLSI, LDA, PHITS,
PLSI+PHITS, Link-LDA), the original term-document ma-
trix is used for clustering. For all other non-probabilistic
models, we take the standard tf-idf scheme, followed by the
normalization step to make each column of the data matrix
to be unit Euclidean length.

We adopt the evaluation strategy in (Xu, Liu, and Gong
2003) for the clustering performance. The test data used for
evaluating the clustering methods are constructed by mix-
ing the documents from multiple clusters randomly selected
from the corpus. The evaluations are conducted for differ-
ent number of clusters K . At each run of the test, the doc-
uments from a selected number K of clusters are mixed,
and the mixed document set, along with the cluster num-
ber K , are provided to the clustering methods. For each
given cluster number K , 20 test runs are conducted on dif-
ferent randomly chosen clusters, and the final performance
scores are obtained by averaging the scores over the 20 test
runs. Since all the evaluated clustering methods except Ncut
are not guaranteed to find the global optimum, the standard
approach is to perform the clustering several times with dif-
ferent initial values and choose the best one in terms of the
criteria they attempt to optimize. In practice, a few number
of trials are enough to find a satisfactory solution. In all of
our evaluations, 10 trials are performed in each test run.

Figure 4: Accuracy comparisons on the Cora dataset.

Figs. 4 and 5 report the comparisons on the Cora dataset
with the number of clusters ranging from 2 to 10, which
show that BPT has the best performance in terms of accuracy
and achieves significant improvements in terms of informa-
tion F1 score. The evaluations on the Cora also show that

Figure 5: Information F1 score comparisons on the Cora
dataset.

the relations among the documents do help in the document
clustering. On the other hand, some comparison methods
only have a good performance in terms of a certain metric.
For example, Ncut which is a representative spectral clus-
tering method gives a good accuracy, but does not perform
well in terms of information F1 score. By examining the
Cora corpus in details, we find that the Cora dataset is very
unbalanced, which means that Ncut can obtain a good accu-
racy by assigning most of the documents to the clusters of
large sizes, but the information F1 score is very low.

Table 1: p-value with the significance level 0.05

Methods
paired t-test signed-rank test

AC IF1 AC IF1

K-means 1.05e-5 1.58e-5 3.91e-3 3.91e-3

Ncut 3.59e-3 2.72e-10 7.81e-3 3.91e-3

NMF 8.75e-7 2.94e-9 3.91e-3 3.91e-3

PLSI 1.27e-6 3.20e-8 3.91e-3 3.91e-3

PHITS 5.65e-10 5.17e-10 3.91e-3 3.91e-3

PLSI+PHITS 5.59e-5 2.27e-6 3.91e-3 3.91e-3

LDA 1.68e-5 8.14e-8 3.91e-3 3.91e-3

Link-LDA 4.27e-6 5.06e-8 3.91e-3 3.91e-3

To investigate that whether BPT improves the clustering
performance over the comparison methods or not from the
viewpoint of statistics, we perform the paired hypothesis
tests based on the results in Figs. 4 and 5 for the pairs of
BPT and each comparison method. Two hypothesis tests
are performed: paired right-tail t-test and paired two-sided
Wilcoxon signed-rank test, where the null hypothesis is that
the difference between the results of the two methods comes
from a distribution with zero mean and the alternative hy-
pothesis is that the mean is greater than zero (right-tail t-test)
or is not zero (signed-rank test). According to the p-value
shown in the Table 1, the null hypotheses for all pairs are
rejected, which indicates that BPT statistically improves the
clustering performance by modeling the relations among the
documents represented by the explicit link information.

Conclusion

A probabilistic generative model BPT is presented in this
paper to incorporate the relations among the documents into
the topic model. We apply the BPT model to several docu-
ment collections for document modeling and document clus-
tering, and the experimental comparisons against state-of-
the-art approaches demonstrate the promising performance.
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Appendix
Proof of Proposition 2. By Jensen’s inequality, we have
[ΛΘΞ]wd ≥ z,c(

ΛwzΘzcΞcd

Φwzcd

)Φwzcd because Φwzcd > 0 and
∑

zc Φwzcd = 1. Substituting this inequality into Eq. (2),
we obtain

L(α,Λ;D,Ξ) ≥ B(α)−N

w,z,c,d

ΛwzΞcd

Φwzcd

ΦwzcdAwd

×

(
z,c

Θγzc+αz−1
zc )dΘ

=
c

B(γc)

B(α)
w,z,c,d

ΛwzΞcd

Φwzcd

ΦwzcdAwd

Taking the logarithm on both sides of the above inequality
completes the proof.

Lemma 1. Let
g(α, Λ,Φ, Φ̃) =

w,z,c,d

ΦwzcdAwd log(
ΛwzΞcd

Φwzcd

)

+
z,c

(Ψ(γ̃zc)−Ψ(
K

t=1

γ̃tc))(γzc − γ̃zc) +
c

log
B(γ̃c)

B(α)
,

where Φ̃ = ϕ(Λ̃, Ω̃) and
γ̃c = {γ̃zc : γ̃zc = αz +

d,w

Φ̃wzcdAwd}

γc = {γzc : γzc = αz +
d,w

ΦwzcdAwd}.

Then
f(α, Λ, Ω) ≥ g(α, Λ,Φ, Φ̃), (9)

f(α, Λ, Ω) = g(α, Λ,Φ,Φ). (10)

Proof. Due to the logarithm convexity of Beta func-
tion (Alzer 2003), we have

lnB(γj) ≥ ln B(γ̃j) +
K

i=1

(Ψ(γ̃ij )−Ψ(
K

i=1

γ̃ij))(γij − γ̃ij)

Substituting the above inequality into Eq. (4) leads to
f(α,Λ, Ω)≥g(α,Λ, Φ, Φ̃). It is easy to verify the equality.

Proof of Proposition 3. According to Lemma 1,

g(α,Λ,Φ, Φ̃) is an auxiliary function of f(α,Λ,Ω) (Lee

and Seung 2000). To maximize g(α,Λ,Φ, Φ̃) over Φ with
the constraints

∑

z,c Φwzcd = 1, we have the Lagrangian

L(Φ) = g(α, Λ, Φ, Φ̃) +
w,d

λwd(
zc

Φwzcd − 1)

Taking the derivative with respect to Φwzcd, one obtains

∂L(Φ)

∂Φwzcd

= Awd log(
ΛwdΞcd

Φwzcd

)− 1 + Ψ(γ̃zc)−Ψ(
K

t=1

γ̃tc) +λwd

Setting this derivative to zero leads to

Φwzcd ∝ ΛwzΞcd exp(Ψ(γ̃zc)−Ψ(
K

t=1

γ̃tc))

So we have Ωzc = exp(Ψ(γ̃zc) − Ψ( K
t=1 γ̃tc)). To maximize

g(α,Λ,Φ, Φ̃) over Λ with the constraints
∑M

w=1 Λwz = 1,
we have the Lagrangian

L(Λ) = g(α, Λ, Φ, Φ̃) +
K

z=1

λl(
M

w=1

Λwz − 1)

Setting the derivative with respect to Λwz to zero, one ob-
tains Λwz ∝

N
c,d=1 AwdΦwzcd. Eq. (7) follows the Dirichlet

estimation in (Minka and Lafferty 2002). Rearranging the
above results leads to the update rules.
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