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Abstract

We present a method for unsupervised learning of event
classes from videos in which multiple actions might
occur simultaneously. It is assumed that all such ac-
tivities are produced from an underlying set of event
class generators. The learning task is then to recover
this generative process from visual data. A set of event
classes is derived from the most likely decomposition
of the tracks into a set of labelled events involving sub-
sets of interacting tracks. Interactions between sub-
sets of tracks are modelled as a relational graph struc-
ture that captures qualitative spatio-temporal relation-
ships between these tracks. The posterior probability
of candidate solutions favours decompositions in which
events of the same class have a similar relational struc-
ture, together with other measures of well-formedness.
A Markov Chain Monte Carlo (MCMC) procedure is
used to efficiently search for the MAP solution. This
search moves between possible decompositions of the
tracks into sets of unlabelled events and at each move
adds a close to optimal labelling (for this decomposi-
tion) using spectral clustering. Experiments on real data
show that the discovered event classes are often seman-
tically meaningful and correspond well with ground-
truth event classes assigned by hand.

1 Introduction
Many human activities are planned and structured in terms
of units called events. Events play an integral part in serving
the overall purpose of activities. For example, events such
as chopping, drilling and unloading play a significant role
in activities for kitchen, workshops and aircraft domains re-
spectively.

This paper addresses the following important problem in
Artificial Intelligence : If we were to point a camera at activ-
ities for a certain domain over an extended period of time, is
it possible for a computer program to discover (i) the events
that compose the activities; (ii) the process that generated
these events ?
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the support of colleagues in the Co-friend project.
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The following analysis starts with the assumption that
many activities are a result of interactions between a set of
objects and that these interactions are usually accompanied
by changes in qualitative spatial relations (e.g. touches,
disconnected) between them. Interactions are unique be-
cause they occur at concrete metric positions, specific time
intervals and involve a particular set of objects. However,
they become comparable at the level of a qualitative rela-
tional description, where qualitative spatio-temporal rela-
tions between the interacting objects are abstracted away
from these concrete details of their occurrence. We therefore
represent interactions using a graph based relational struc-
ture called a qualitative spatio-temporal graph, according to
which two interactions can be similar (resp. identical), if
their respective graphs are similar (resp. isomorphic). Intu-
itively, similar qualitative spatio-temporal graphs represent
spatio-temporally similar ways of doing some thing, such as
preparing a hot drink or unloading an aircraft.

For many activities, not all interactions are equally signifi-
cant. While some interactions may be coincidental or the re-
sult of noise in observation, others are composed of actively
interacting objects and they play an integral part in serving
the overall purpose of activities. We regard these significant
interactions as the building blocks of activities and refer to
them as events.

We assume that events are generated according to the fol-
lowing three step generative process. It is supposed that for
activities in a domain of interest, there is an underlying prior
probability distribution over sets of event classes. For a par-
ticular set of event classes, each event class in this set is
itself a probability distribution over a finite set of qualitative
spatio-temporal graphs referred to as event graphs. In the
first step, event graphs are sampled from the event classes
according to this probability distribution. In the second step,
a single structure called the activity graph is constructed
by combining all the event graphs, and also specifying the
spatio-temporal relationships between objects across differ-
ent event graphs. The activity graph captures the spatio-
temporal relations between all the objects that constitute the
activities. The generation of activity graphs is influenced by
a conditional distribution that favours certain activity graphs
over others, given a set of event graphs. In the third step, the
activity graph is embedded as tracks in space and time with
concrete objects, spatial positions and temporal intervals.
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(a) Candidate Event

(b) Spatial and Temporal Relations

(c) Candidate Event Graph

Figure 1: Illustrations are best viewed in colour. (a) Spatial relations and episodes for a candidate event with three tracklets
{τ1, τ2, τ3}. (b) Spatial relations adopted from RCC-5 and Allen’s temporal relations (c) Candidate event graph whose layer 1
nodes are mapped to (τ2, τ3, τ1) respectively and whose node labels capture the spatio-temporal relations for the interaction in
Fig.1(a).

The generative model provides a probabilistic framework
that is used in the unsupervised event learning setting, rather
than for the task of actually generating a set of tracks. In this
setting, a set of tracks is observed for a video from a certain
domain. The goal is to find the most likely interpretation,
that is the most likely event classes, event graphs and the ac-
tivity graph that could have generated the observed tracks.
The posterior probability for any candidate interpretation is
a measure of how likely it is that the candidate interpretation
could have generated the observed set of tracks. The Max-
imum a Posteriori (MAP) solution is found by efficiently
sampling the space of posterior distributions of candidate
interpretations using MCMC.

2 Related Work
Much work in the area of video understanding has focussed
on the supervised learning setting, where a model is trained
with an annotated set of events to be applied for the task
of event recognition. Graphical models such as Dynamic
Bayesian Networks (Lavee, Rivlin, and Rudzsky 2009) and
grammar based models (Ivanov and Bobick 2000) have been
commonly used in the supervised setting.

There has been relatively less work in the unsupervised
learning setting. The work described in (Hamid et al. 2009)
is based on an unsupervised learning of larger semantic units
of activity from a sequence of atomic actions. However,
these atomic actions are manually specified for a video.
Moreover, sequence based approaches do not naturally gen-
eralize to the case of multi-threaded (Lavee, Rivlin, and
Rudzsky 2009) events with possibly shared and interacting
objects, which are challenging to mine even with possible
extensions to relational sequence based mining techniques
(Kersting et al. 2008). Recent work in (Wang, Ma, and
Grimson 2009) directly learn atomic actions from video im-
ages, where the atomic actions are certain statistically sig-
nificant patterns of change in image pixel values. Topic

models are used to learn larger semantic units which are co-
occurrences of these atomic patterns. This approach is used
to learn such co-occurring patterns in crowded scenes such
as the arrival of a train followed by people getting out and
moving away from the train.

In contrast to the pixel based abstraction used in the work
described above, this work focusses on an object based ab-
straction for multi threaded events with shared and interact-
ing objects. A graph based relational representation that
relies on variable instantiation and generalization was in-
troduced in (Sridhar, Cohn, and Hogg 2008) to represent
spatio-temporal relations between objects for an entire ac-
tivity and events were mined from this activity graph. This
work generalizes the technique in (Sridhar, Cohn, and Hogg
2008) in the following ways : (i) a variable free graph based
representation of events with which an event class is rep-
resented as a distribution over a set of event graphs; (ii) a
probabilistic model for the generation of activities; (iii) an
efficient procedure for recovering the most likely model that
generated the activities for a given video.

3 Candidate Event Graphs
This section describes candidate events as interactions be-
tween certain sets of tracklets and their corresponding graph
based descriptions which are called candidate event graphs.

Detection and Tracking. Given a video, a set of tracks T
are obtained using the techniques in (Ott and Everingham
2009), (Yu and Medioni 2008). Each track is a sequence of
detected regions for a set of moving objects. Three tracks,
T1, T2, T3 for objects 1, 2, 3 are illustrated in Fig. 1(a).

Qualitative Spatial Relations. A sequence of distances
δ(Ti, Tj) is computed for every pair of tracks (Ti, Tj), by
measuring the distance at each image frame, between the
detected regions of the respective objects, which constitute
these tracks. A sequence S(Ti, Tj) (Fig. 1(a)) of qualitative

1632



spatial relations which are either {P,PO,DR}(Fig. 1(b))1

are computed from the sequence of distances δ(Ti, Tj) using
a Hidden Markov Model (HMM)2 θ. For example, spatial
relations S(T2, T3) = (DR,DR,DR,DR,PO,PO,PO,PO)
are shown for the interval marked by dashed lines in Fig.
1(a).

Episodes. For each pair of tracks (Ti, Tj), the sequence of
spatial relations S(Ti, Tj) can be aggregated to a sequence
of episodes E(Ti, Tj) such that within each episode the same
spatial relation holds, but a different spatial relation holds
immediately before and after the episode, as shown in Fig.
1(a). For example, episodes E(T2, T3) = (DR,PO) are
shown for the interval marked by dashed lines in Fig. 1(a).

Tracklets. Using these episodes, tracklets can be formed
from tracks. A tracklet τi is a contiguous subsequence of a
track Ti which starts and ends on an episode boundary as-
sociated with the tracked object. Three tracklets τ1, τ2, τ3,
which are segments of T1, T2 and T3 respectively, are illus-
trated in Fig. 1(a).

Candidate Event. The set of all tracklets is given by T .
A candidate event is defined as a subset of tracklets T such
that (i) no two tracklets are from the same track (ii) the latest
start frame of any tracklet in this subset is before the first end
frame of any other tracklet in this subset. These two condi-
tions define a notion of “non-gappedness” which has been
found useful in ensuring that events which are deemed to be
similar (see below) do indeed have intuitive similarity. Any
subset of tracklets that satisfy these two conditions qualifies
as a candidate event as illustrated by the shaded region in
Fig. 1(a).
Abstracted Candidate Event Graphs. Temporal relations
between episodes gives rise to a candidate event graph. An
abstracted candidate event graph is defined as a connected
directed node-labelled graph in which the vertices are parti-
tioned into 3 layers and edges exists only between adjacent
layers. In this graph, the layer 1 nodes map injectively to
tracklets in T but are not explicitly labelled with these track-
lets. Layer 2 nodes represent episodes E(τi, τj) between the
respective pairs of tracklets τi, τj pointed to at layer 1 and
are labelled with their respective maximal spatial relation as
shown in Fig. 1(c) for the episodes in Fig. 1(a). Layer 3
nodes are labelled with temporal relations between the pairs
of layer 2 episode nodes as illustrated. The key feature of
the candidate event graph is that it is a level of description
in which qualitative spatio-temporal relations hold between
abstract entities which denote the tracklets for concrete ob-
ject but without representing the locations or intervals met-
rically. This facilitates the formation of event classes since
similarities become more pronounced at this level of de-
scription. A candidate event is regarded as an embedding

1These relations are adapted from RCC-5 (Cohn and Hazarika
2001) by collapsing the PP,EQ distinction.

2The HMM is trained to learn a mapping from the distance met-
ric between object regions, to qualitative spatial relations between
objects; this has the benefit of smoothing the transitions between
spatial relations (i.e. inhibits rapid flipping between relations ow-
ing to visual noise).

of the corresponding candidate event graph.

Similarity Measure between Candidate Event graphs. In
order to compare any two candidate events, an appropriate
similarity measure between their respective candidate event
graphs gj and gk needs to be defined. Accordingly, any two
graphs gj and gk are re-represented as a bag of graphemes
(BoG), analogously to the way in which a paragraph might
be represented in terms of a bag of words. Graphemes cap-
ture several possible interactions between subsets of objects.
The grapheme dictionary (υ1, ..., υl, ...υn) is constructed
off-line by synthetically generating candidate event graphs
for all possible distinct interactions between subsets of ob-
jects, by varying the number of objects and number of inter-
actions up to some fixed bounds. Using this dictionary, an
event graph gj is re-represented as a histogram of length n:

Φ(gj) = [fj1..., fjl, ..., fjn]

The term fjl is the frequency with which a grapheme υl oc-
curs in event graph gj . The BoG kernel Kjk measures the
similarity between two graphs (gj , gk), in terms of the extent
to which they share common graphemes.

Kjk = 〈Φ(gj),Φ(gk)〉 =
n∑
l=1

fjlfkl

4 A Generative Model for Activities
Events are a subset of interactions that are significant, while
other interactions may be the result of coincidence or noise
in observations, as noted in §1. In order to distinguish
events from all other interactions, the following model of
event generation is assumed to underlie activities for do-
mains of interest. The conditional probabilities given by the
generative model are then used to formulate the unsuper-
vised task of finding the optimal model, that is presumed to
have generated a given set of tracks, as described in §5.

Prior Distribution Over Event Classes. It is supposed that
for activities in a domain of interest, there is an underlying
prior probability distribution P (C) over sets of event classes
C = {c1, ..., cp}. This just means that certain sets of event
classes are more likely to have generated the activities than
others.

For a particular set of event classes C, each event class ci
itself is a probability distribution over a finite set of event
graphs Γ. More precisely, P (gj |ci, C) is the conditional
probability of gj given ci and C. P (ci|C) is the probabil-
ity of an event class ci given C.

The prior distribution P (C) is a normalized exponential
function of four independent components3:

P (C)= 1
z1

exp (−λ1N (C)+λ2ω(C)+λ3χ(C)+λ4L(C)) (1)

First, it is assumed that activities are generated by a rela-
tively small number of event classes that are compact (wrt.

3These probabilities are used to search for a maximum in §7.
Therefore the normalizing factor z1 for P (C) and z2 that appears
further below need not be evaluated. The parameters λs are dis-
cussed further in the experiment §8
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their similarity metric). Therefore the first component is
an exponentially decreasing function of N (C) and therefore
favours fewer event classes. The second component favours
event classes ci that are a set of structurally very similar
event graphs i.e. those with higher values of within class
similarity ω(ci), as motivated further and made more pre-
cise in §6. Finally, the events that compose activities are
assumed to be planned in terms of larger units than smaller
ones. Therefore the fourth component favours event classes
that have a high probability of generating interactions be-
tween a larger set of tracklets. This is measured by L(C)
for a set of event classes C, which is the sum of the num-
ber of layer 1 node in each event graph gj ∈ Γ weighted by
P (gj |ci, C)P (ci|C).

Generation of Event Graphs. For a set of event classes
C, a bag of event graphs G = g1, ..., gm are sampled i.i.d
according to the joint probability distribution P (gj , ci|C).
First an event class ci is sampled according to the distri-
bution P (ci|C). Then an event graph gj is sampled from ci
according to P (gj |ci, C). Given a set of event classes C, the
conditional probability P (G|C) for a set of event graphs G
is given by

P (G|C) =
∏
gj

∑
ci

P (gj |ci, C)P (ci|C) (2)

Generation of an Activity Graph. The spatio-temporal re-

lations between objects across different event graphs i.e. in-
ter event graph interactions have not been specified so far
in the generative process. In the third step, objects across
different events are spatio-temporally related in a structure
called the activity graph AG, by allowing for the possibility
of both sharing of objects and interaction between objects
across different event graphs. The layer 1 nodes in the AG
correspond to tracks such that each event graph g ∈ G is a
subgraph of the AG. Additionally, the tracklets mapped to
by the layer 1 nodes of g are segments of the tracks mapped
to by the corresponding nodes of the AG.

Given a set of event graphs G, a conditional distribu-
tion P (AG|G) is assumed to hold over the space of activity
graphs AG, according to which certain AGs are more prob-
able than others for activities across many domains. This
distribution has two components χinter(AG) and O(AG).

P (AG|G) =
1
z2

exp (−λ5χinter(AG)− λ6O(AG))) (3)

We assume that objects across the event graphs inter-
act less actively than objects represented within each event
graph. Therefore, the first component favours activity
graphs with less interactivity between objects across the
event graphs i.e. lesser inter event graph interactivity
χinter(AG). Interactivity χinter(AG) is the mean of the
interactivity χ(g)4 of all the graphs g that represent interac-
tions between objects across the event graphs. The second
component favours activity graphs with a smaller proportion
of overlapping objects between different events O(AG).

4Interactivity for any set of interactions is defined in §6.

Generation of Tracks. In the final step, the activity graph is
embedded as tracks in space and time with concrete objects.
Certain sets of tracks are regarded as being better embed-
dings of the activity graph in space-time than others if they
are more prototypical of the spatial relations. The degree of
typicality is measured using the distance measure underly-
ing the HMM model described in §3. Embeddings which
are highly typical should be generated with a high probabil-
ity. The motivation for this is that such embeddings will be
a perceptually clearer instantiation of the AG.

The probability P (T |AG) of generating a set of tracks T
given an activity graph AG can be expressed by decompos-
ing the AG into independent HMMs for each pair of tracks
{Ti, Tj}. The activity graph AG captures a sequence of
states S(Ti, Tj) between the tracks Ti and Tj as predicted by
a HMM model θ. The probability P (δ(Ti, Tj)|S(Ti, Tj), θ)
is the probability of a sequence of distances δ(Ti, Tj) be-
tween the tracks given the sequence of states S(Ti, Tj) in the
AG and θ respectively. Thus P (T |AG) can be expressed as
the following product.

P (T |AG) =
∏

(Ti,Tj)

P (δ(Ti, Tj)|S(Ti, Tj), θ) (4)

Events. When the activity graph is embedded as tracks, the
embedding corresponding to each of the event graphs are
the events. More formally, an event εj is an embedding
of an (abstract) event graph gj ∈ ci with a particular sub-
set of tracklets. This process is formalized by a mapping
µ(εj) = gj as illustrated with arrows in Fig.2(a). An event
set is a grouping of tracklets into events such that each event
corresponds to some event graph in some event class. More
formally, E ≡ {ε : g ∈ C ∧ µ(g) = ε}.

5 Unsupervised Activity Understanding.
In this unsupervised framework for activity understanding, a
set of tracks T is given for the video(s) of a domain. A can-
didate interpretation I is defined as a tuple I = 〈C, G,AG〉
of candidate event classes C, candidate event graphsG and a
candidate activity graph AG, that could have possibly gen-
erated the tracks T .

The goal of unsupervised event learning is regarded as the
task of finding the most likely interpretation Î given a set of
tracks. Accordingly, the existence of a target distribution
of possible interpretations is assumed, according to which
each interpretation I has some posterior probability (given
tracks) and the optimal interpretation Î has the highest pos-
terior probability.

Î = arg max
I

P (I|T ) (5)

= arg max
C,G,AG

P (C)P (G|C)P (AG|G)P (T |AG)(6)

This factorization is derived by making the following as-
sumptions : (i) T is conditionally independent of G and C
given AG; (ii) AG is conditionally independent of C given
G. The probability P (T ) is not represented in the factoriza-
tion as the set of tracks T are given and so does not influence
the comparison between the interpretations.
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(a) (b)

Figure 2: Overview : Illustrating two possible interpretations for the same set of tracklets. The interpretation I1 is better because
it has more compactly clustered event classes in comparison to those of I2 as described further in §6. Note the following which
make the learning problem complex: (i) the events can have overlapping object tracklets e.g ε1, ε3 share tracklet 3.; (ii) There
are interactions between tracklets across events e.g. between objects 7,9 of events ε2, ε4 respectively.

Candidate Interpretations. In the learning phase, candi-
date interpretations are generated bottom up from an ob-
served set of tracks T as follows. First, a candidate event
set E = {ε1, ..., εm} is chosen as a possible decomposi-
tion of a set of tracks into events. Two candidate event sets
E1 = {ε1, ε2, ε3, ε4} andE2 = {ε5, ε6, ε7, ε8} for the same
set of tracks are shown in Fig. 2(a) and 2(b) respectively.

A bag of event graphsG = g1, ..., gm are induced from E
using the procedure described in §3 with a corresponding
mapping µ(G) = E. A candidate activity graph AG is also
induced from T using the same procedure. The conditional
probabilities P (AG|G) and P (T |AG) are computed using
equations 3 and 4 respectively.

The bag G may contain several identical (isomorphic)
candidate event graphs. The unique graphs in the bag
G are grouped into a candidate set of event classes C =
{c1, c2, ..., cp}, such that each class ci contains a set of simi-
lar candidate event graphs. The probabilities P (gj |C, ci) and
P (ci|C) are estimated for each gj ∈ G and ci ∈ C as follows.
Let ‖gj‖ be the frequency (or the number of isomorphic in-
stances) of graph gj in the bag G. The cardinality ‖ci‖ of a
candidate event class ci is measured as

∑
gk∈ci

‖gk‖, which
is just the sum of the frequencies ‖gk‖ of all the graphs gk
in G, whenever gk ∈ ci. Then P (gj |C, ci) can be estimated
simply by normalizing ‖gj‖ with ‖ci‖. Similarly, P (ci|C)
can be estimated simply by dividing ‖ci‖ by the number of
graphsm inG. Finally, the conditional distribution P (G|C)
is computed using the probabilities P (gj |C, ci) and P (ci|C)
as given in equation 2.

Two sets of candidate event classes (i) C1 = {c1, c2}
where c1 = {g1, g2} and c2 = {g3, g4} corresponding to
G1 = g1, g2, g3, g4 (ii) C2 = {c3, c4} where c3 = {g5, g6}
and c4 = {g7, g8} corresponding to G2 = g5, g6, g7, g8 are
shown in Fig. 2(a) and Fig. 2(b) respectively. Note that
the frequencies for all these event classes in the simplified
illustration is equal to one.

Once the candidate event classes are constructed, the
probability P (C) is computed using equation 1. In this way
a candidate interpretation I = 〈C, G,AG〉 is formed from
a set of tracks T . The illustration in Fig. 2(a) and 2(b)
correspond to two interpretations I1 = 〈C1, G1, AG1〉 and

I2 = 〈C2, G2, AG2〉 respectively, for the same set of tracks.
For any candidate interpretation I , the posterior probability
P (I|T ) is computed using the factorization given in equa-
tion 6. An efficient strategy to search for the optimal inter-
pretation is described in §7.

6 Within Class Similarity and Interactivity
The precise notions of the two key components – within
class similarity and interactivity - that influence the posterior
probability for candidate interpretations are detailed below.

Within Class Similarity ω. This term favours interpre-
tations which are characterized by compact event classes.
Compactness can be characterized using within class sim-
ilarity. The event classes were shown to be derived from
the bag representation. In the bag based representation B,
the within class similarity for a bag is just the average of
all pairwise similarities (as expressed by the BoG kernel)
between the event graphs that constitute the bag. It can
be shown through algebraic manipulations that the within
class similarity ω(C) for the corresponding set of event
classes C can be expressed by weighting the kernels with
the corresponding probabilities. Using the following nota-
tions Pi = P (ci|C), Pij = P (gj |ci, C), Pik = P (gk|ci, C),
within class similarity is expressed as follows.

ω(C)=
∑
ci∈C

Pi
1−Pi

2
∑

gj ,gk∈ci

PijPikKjk +
∑
gj∈ci

Pij(1−Pij)Kjj


The reason for using within class similarity as a property

of the prior, can be explained by comparing two possible
interpretations I1 (Fig. 2(a)) and I2 (Fig. 2(b)), for the
same set of tracks.

For the first interpretation I1 in Fig. 2(a), it can be ob-
served that the object interactions in event ε1 are similar to
those in ε2. Since they share similar interactions i.e. sim-
ilar graphemes, the induced event graphs g1, g2 are similar
with respect to the BoG kernel. Analogously, a similar set of
interactions in ε3 and ε4 gives rise to a similar set of event
graphs g3, g4. Therefore the interpretation I1 results in com-
pactly clustered set of event classes C1 = {c1, c2}, where
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Figure 3: Interactions between tracklets τ1, τ2, τ3 and
τ4, τ5, τ6 for two events ε1,ε2 are shown. Changes in spa-
tial relations are more evenly distributed across all subsets
tracklets for the event ε1 than for the event ε2.

c1 = {g1, g2} and c2 = {g3, g4} with high within class sim-
ilarity, as illustrated in Fig. 2(a).

In contrast, for the interpretation I2 in Fig. 2(b), it
can be observed that the interactions for the events E2 =
{ε5, ε6, ε7, ε8} are less similar to one another, producing
no obvious grouping of event graphs {g5, g6, g7, g8} into
compact event classes. Therefore, if a near optimal set
of event classes C2 = {c3, c4} where c3 = {g5, g6} and
c4 = {g7, g8} respectively is assumed, the total within class
similarity of the interpretation I2 in Fig. 2(b) is expected to
be lower than the corresponding measure for the interpreta-
tion I1 in Fig. 2(a).

A greater prior probability is assigned to the interpretation
with a higher within class similarity, since this would favour
interpretations that characterize more patterns in the data,
thereby enabling us to describe the video with a more com-
pressed representation, in terms of compact event classes.

Interactivity χ . This term prefers candidate event graphs g
for which all objects engage actively to those in which some
objects interact far more than others. For simplicity, interac-
tivity χ(g) for an event graph g is formulated below in terms
of the corresponding event ε = µ(g). Interactivity χ(ε) for
an event ε can equivalently be thought of as a measure that
has higher values whenever a greater number of subset of
objects e ⊆ ε have a high amount of interaction.

To compute this quantity consider a candidate event ε ⊆
T for a set of tracks T amongst which there is a total of r
interactions. Interaction probability Pχ(e) is defined for the
subsets e ⊆ ε, as the probability that the objects in e are
actively interacting with each other. This is computed by
considering r − σ windows, where σ is equal to the number
of interactions in each of these windows. One such window
is illustrated in Fig. 3, where σ = 2 for the two events
ε1 and ε2. The interaction probability Pχ(e) is defined as
the proportion of such r − σ windows in which each object
in e undergoes at least one change in spatial relationships
with other objects in e. It can be observed from Fig. 3, that
all subsets of 2 objects ({(1, 2), (2, 3), (1, 3)}) in ε1 have
a larger proportion of such windows than the subsets of 2
objects ({(4, 5), (5, 6), (4, 6)}) in ε2 .

Interactivity is defined as a measure of the extent to which

Figure 4: Illustrates the three types of moves for the MCMC
search. The first type of move splits or merges events based
on objects. The second type of move splits or merges track-
lets at episode boundaries. The third type of move results in
changes in spatio-temporal relations.

the interaction probability Pχ(e) is distributed uniformly
across interactions between all subsets of objects e ⊆ ε for
an event ε. Interactivity is measured by extending total cor-
relation as described in (Watanabe 1960) to pointwise total
correlation χ(ε) which aggregates the interaction probabili-
ties Pχ(e) of all e ⊆ ε :

χ(ε) :=
∑
e:e⊆ε

Pσ(e) log

 ∏
d:ε⊆e

Pσ(d)qd

 , qd = (−1)‖d‖

Interactivity χintra(C) for a set of event classes C is the
mean of the interactivity χ(gj) of all the event graphs gj
that constitute these classes.

7 Search for the Most Likely Interpretation

The space of interpretations is searched to find the most
likely interpretation using the following procedure. In prac-
tice, enumerating all possible interpretations is infeasible.
Therefore MCMC with simulated annealing (Kirkpatrick et
al. 1983) is used to generate a Markov chain of event sets
(E1, ..., Et, ...), using three types of moves (Fig. 4) which
transforms an event cover Et to another event cover Et+1.

For any event set Et that is generated, the corresponding
activity graph AGt and the bag of event graphs Gt = ..gi..
are induced. Enumerating all possible class labellings for a
bag of event graphs Gt is also infeasible. Therefore, a class
labelling Ct that is likely to be near optimal is obtained by
clustering the event graphs using self tuning spectral cluster-
ing (Zelnik-Manor and Perona 2005) with the BoG kernel.
Thus a candidate interpretation It = 〈Ct, Gt, AGt〉 corre-
sponding to the event cover Et is obtained. The candidate
interpretation It of the Markov chain is accepted or rejected
as given by the acceptance probability. Simulated anneal-
ing is used to speed up the convergence of the MCMC sam-
pling. In this manner the posterior distribution of the candi-
date interpretations is sampled and the optimal interpretation
is chosen from this sample after convergence.
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Figure 5: Representative samples from 5 out of 14 learned event classes are shown within the regions given by the gray boxes.
Events are shown as a sequence of images with bounding boxes on the relevant objects and corresponding descriptions above
these images. The following short forms are used for the corresponding object types : p - plane, l - loader, t - trolley, b - bridge,
pp - plane puller.

8 Experiments
The proposed framework was evaluated on real data of a
video showing servicing of aircraft between flights. A suit-
able set of parameters (λ1 to λ6) given in §4 for applica-
tion on to the real data is determined from synthetic data for
the following reason. These parameters influence the rela-
tive importance of the various factors in the generative pro-
cess such as (i) within class similarity; (ii) intra event graph
interactivity; (iii) number of classes; (iv) size of the event
graphs;(v) inter event graph interactivity; (vi) overlap. Even
though the relative importance may vary from domain to do-
main, it is assumed that many interesting activities are gener-
ated by a preference for greater values of factors (i),(ii),(iv)
and smaller values for (iii),(v),(vi). These assumptions of-
fer a promising solution for distinguishing events from other
less significant interactions for many domains.

Parameter Determination from Synthetic Data.
Synthetic data is constructed according to the generative

process outlined in §4. The number of classes varies be-
tween 3 and 5. The number of event graphs in each class
varies between 2 and 3, each with certain probability. Forty
event graphs are sampled from this distribution of event
classes and embedded in an activity graph such that 10%
of the event graphs have shared objects and 10% have inter-
actions between objects across different events. The activ-
ity graph thus generated is embedded as tracks. Since the
data is generated synthetically, the optimal interpretation is
known and the parameters (λ1 to λ6) can be determined as
follows. The optimal interpretation is first degraded using
the set of moves described in §7 and a set of 12 interpre-
tations is obtained. For these 12 interpretations, the param-
eters that produce a posterior distribution that most favours
the the optimal interpretation are regarded as a set of suit-
able parameters for real data. The 12 interpretations form
the horizontal axes of the two plots in Fig. 6 (interpreta-
tion 3 is the one predetermined as the optimal). The vertical
axes are their posterior probabilities in the first plot and the

within class similarity and interactivity in the second plot
respectively.

Real Data Set. The proposed method is evaluated on ap-
proximately 12 hours of video showing servicing of air-
craft between flights. The camera positioning for all the
eight turnarounds is the same, so we obtain the same view.
This dataset was chosen since it clearly contains structured
events. However the problem of learning is complex as
these may occur in parallel with objects shared between
events (e.g. the plane) and interactions between objects
across different events. Moreover, the tracking output intro-
duces more complexities that arise due to unstable bounding
boxes, missing detections, mistakes in tracking and the pres-
ence of noisy blobs.

Detection and Tracking. First, six visual appearance mod-
els are learned for object classes (1.Plane 2.Trolley 3.Car-
riage 4.Loader 5.Bridge 6.Plane Puller) from two hours of
video. Instances of these object classes are detected using
the technique in (Ott and Everingham 2009) and tracked us-
ing techniques in (Yu and Medioni 2008) for the rest of the
10 hours of video. Note that although the tracked objects
have types as a result of the detection based tracking tech-
nique that is used, the event learning procedure deliberately
ignores these in order not to be dependent on them. Thus in
principle, it could work equally with untyped tracks.

Evaluation by Qualitative Inspection A total of 14 event
classes with varying number of events were obtained with
the proposed framework. A qualitative inspection informs
that the framework has been able to discover several inter-
esting events which compose the set of activities in the air-
craft domain. A representative set of events are shown in
Fig. 5 from which the following observations can be made.
First, it can be seen that class 1 has been able to capture
very similar interactions between trolleys, loaders, planes
and bridges and these interactions usually span the entire
servicing a plane over 70000 image frames. A representative
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Figure 6: Left : Plot of 12 Interpretations (optimal = 3) and
their posteriors. Right : Plot of Within class Similarity and
Interaction for the 12 interpretations (optimal = 3)]

event from class 2 is very typical for aircraft scenarios and
usually takes place in the middle of a turnover when multi-
ple trolleys arrive and depart with baggage. From a similar
inspection of representatives from the other event classes in
Fig. 5, it can be concluded that the proposed technique has
discovered event classes whose events represent significant
interactions that take place in aircraft handling scenarios.

Evaluation with Respect to Predefined Set of Events
The performance of the proposed framework was evalu-

ated with respect to a pre-determined set of event classes:
1.Unloading(Un) 2.Bridge/loader(Br) attaches and detaches
from the plane 3.Plane Puller(PP) attaches to the plane.
These classes were predefined as interesting with respect to
monitoring tasks that were prescribed by independent do-
main experts. A ground truth of the 6 turnarounds for these
three classes was defined by other domain experts. The re-
sults obtained are summarized in table 1 whose rows are the
predefined event classes.

The columns of table 1 are the five mined event classes5 in
which these three predefined classes are present. The first of
the pair of entries of table 1 are the fraction of these classes
that are discovered with respect to the total number of events
present in the test data (as obtained from ground truth). It
can be observed that the proposed framework has been able
to discover and group 58% of the unloading events into clus-
ter C1 and a smaller percentage 16% into cluster C3. In to-
tal it has been able to discover 75% of the unloading events
from the video. The second of the pair of entries of table
1 are the fraction of these classes that are discovered with
respect to the total number of events present in cluster (as
obtained from ground truth). For the unloading operation,
it can be seen that 77% of the cluster C1 and 66% of clus-
ter C3 are unloading operations. A similar analysis can be
carried out for the other two classes. We can conclude from
these results that the proposed framework gives a promising
performance on these predefined event classes.

9 Summary and Future Work
In this work we have proposed a framework for unsuper-
vised learning of event classes from videos based on a prob-
abilistic model for the generation of activities. Experimen-
tal results have shown that the proposed framework offers

5The other mined event classes do not correspond to the ”offi-
cial IATA” events determined by the domain experts, but do corre-
spond to semantically meaningful and interesting events.

C1 C2 C3 C4 C5 Total
Un .58,.77 0,0 .16,.66 0,0 0,0 .75,75
Br 0,0 .66,.80 0,0 .16,1.0 0,0 .86,.38
PP 0,0 0,0 0,0 0,0 .83,1.0 .83,1.0

Table 1: Evaluation with respect to a predefined set of events

a novel and promising direction for discovering semanti-
cally meaningful events on challenging videos with complex
events, despite visual noise in the tracked input.

In the future, we plan to use the learned event classes for
detecting events in an unseen video or classifying unseen
events as normal or abnormal. We also plan to extend the
proposed framework with techniques in (Sridhar, Cohn, and
Hogg 2008) to have a unified model for learning functional
object classes and event classes.
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