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Abstract

Social influence has become the essential factor which drives
the dynamic evolution process of social network structure and
user behaviors. Previous research often focus on social in-
fluence analysis in network-level or topic-level. In this pa-
per, we concentrate on predicting item-level social influence
to reveal the users’ influences in a more fine-grained level.
We formulate the social influence prediction problem as the
estimation of a user-post matrix, where each entry in the ma-
trix represents the social influence strength the correspond-
ing user has given the corresponding web post. To deal with
the sparsity and complex factor challenges in the research,
we model the problem by extending the probabilistic matrix
factorization method to incorporate rich prior knowledge on
both user dimension and web post dimension, and propose
the Probabilistic Hybrid Factor Matrix Factorization (PHF-
MF) approach. Intensive experiments are conducted on a real
world online social network to demonstrate the advantages
and characteristics of the proposed method.

Introduction

In social computing, people and information are two core
dimensions and people sharing information (such as blog,
news, album, etc.) is the basic behavior. Actually, the spread-
ing out of information is because of the user sharing in so-
cial network. The owner of the information, e.g. the advertis-
ers, hope to maximize the diffusion range of the information
(Bao and Chang 2010). This goal makes them desire to tar-
get the influencers, who are able to let many friends to click
the information they share or even share further to extend
the sharing cascades.

Psychologically, people share information with their
friends mainly because they want to build their reputations
and help others, in which to influence others is the important
motivation for sharing (Wasko and Faraj 2005). According
to the definition of social influence on WIKI, social influence
occurs when “an individual’s thoughts, feelings or actions
are affected by other people”. This phenomenon is often ob-
served in online social networks like FACEBOOK and TWIT-
TER, where users are often influenced to visit, comment, or
even forward a web post after friends share it. The aim of
this paper is to predict the number of clicks by friends if a
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user shares a web post, which is defined as the item-level
social influence.

It should be noted that the item-level social influence is
user-post specific. Different from most of the existing re-
search works focusing on users’ overall social influence
analysis (Newman 2003)(Strogatz 2003) and topical social
influence mining (Tang et al. 2009), item-level social influ-
ence is not a general measure on users, but on the interac-
tions of users and posts. That is, we need to discriminate a
user’s social influences with respect to different web posts.

The item-level social influence prediction problem can be
formulated as the estimation of a user-post matrix as in our
previous paper (Cui et al. 2011), in which the (i, j)-th el-
ement represents the number of clicks by friends of user i
on her j-th shared web post. Recently, a variety of proba-
bilistic factor based models has been proposed to solve the
problem (Marlin and Zemel 2004)(Marlin 2004). However,
it is intractable for these models to make exact inference.
Either very slow or inaccurate approximations are required
to compute the posterior distribution over hidden factors in
such models (Salakhutdinov and Mnih 2008).

In (Salakhutdinov and Mnih 2008), a probabilistic matrix
factorization (PMF) method is presented, which scales lin-
early with the number of observations and performs well on
large and imbalanced datasets. However, there are two chal-
lenges in introducing PMF for item-level social influence
prediction:

• Sparsity. The interactions between users and web posts
are extremely sparse compared with the total number
of user-post pairs. The sparsity is even much more se-
vere than Netflix dataset. According to our statistics of
34K users in the website www.renren.com, which is
a Facebook style social network site in China, each user
only shares 6 web posts in average during a month, com-
pared with a total of 43K web posts; and each post is only
shared by 4 users, compared with a total of 34K users.

• Complex factors. There are a volume of factors that affect
how many friends will click a shared post, and provide
potential clues for user and post grouping.

Thus, it is clear that we need subtle and effective prior
knowledge and predictive factor selection for user and post
grouping to alleviate the sparsity and complex factor prob-
lem. In this paper, We proposed a Probabilistic Hybrid Fac-
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tor Matrix Factorization (PHF-MF) algorithm for item-level
social influence modeling. In this model, we try to find out
the common hidden vector space for both the users and the
posts, where their multiplication can well approximate the
observed training user-post matrix. Meanwhile, in order to
alleviate the sparsity problem, we construct the priors on
users and posts by incorporating the user-specific factors and
post-specific factors, and apply gradient descent to solve the
PHF-MF problem.

It is worthwhile to highlight the key contributions of this
paper.
• We extend the Probabilistic Matrix Factorization model

by introducing constraints on two dimensions of the in-
teraction matrix in PHF-MF, which make it feasible to
incorporate prior knowledge in a probabilistic matrix fac-
torization framework.

• The proposed PHF-MF gives a probabilistic interpretation
of the previously proposed Hybrid Factor Non-Negative
Matrix Factorization (HF-NMF) in (Cui et al. 2011),
which makes the model more theoretically solid.

• We conducted intensive experiments on real social net-
work datasets, and the results show that the PHF-MF can
achieve a better performance compared with other com-
petitors.

Problem Formulation

First, to make the paper self-contained, we formally define
the problem of item-level social influence prediction as (Cui
et al. 2011). Suppose we have M users with the i-th user
denoted as ui and N postings with the j-th post denoted as
pj . We use N (ui) to denote the collection of ui’s first-order
friends (i.e. the nodes that directly link to ui). As mentioned
in the introduction, two key factors that need to be formu-
lated in our model are:
• Item-level social influence: The strength of ui’s influ-

ence on N (ui) given the web post pj , denoted as fij , is
defined the number of ui’s friends who clicked post pj .
We assume that the influence should be specific on each
user-post pairs: (1) different users have different influence
power to their friends; (2) different posts have different in-
fluence power (more intuitively, attraction) to users who
are interested in; and (3) users’ influences manifest differ-
ently for different posts. Therefore, only item-level social
influence can reveal the users’ real influence on friends,
and the strength of influence should definitely be user-
post specific.

• Social influence prediction: The social influence pre-
diction is to predict the unobserved social influences f̂ij
based on the observed fij’s and those predictive factors.
One issue that is worthy of emphasizing here is that the
user factors and post factors are essential for the predic-
tive modeling. On one hand, the user-post interactions are
very sparse. We need to find effective factors to “group”
those users and posts to alleviate the sparsity problem. On
the other hand, the user and post-specific factors also pro-
vide some effective prior knowledge to complement the
inference from pure user-post interactions.

With the above terminologies, we can formally define the
task of item-level social influence prediction. We denote the
user-post influence matrix as X̃ ∈ R

M×N , with its (i, j)-th
entry

X̃ij =

{
fij if ui shared pj
0 otherwise

(1)

If we use gi to denote the number of ui’s friends (i.e. gi =
|N (ui)|, where |.| is the cardinality of a collection), then
fij ≤ gi.

To measure the influence strength of different users in the
same scale, we propose the following percentile influence
matrix

Xij =

{
fij
gi

if ui shared pj
0 otherwise

(2)

so that Xij’s are normalized into the range of [0, 1].
The user-post influence matrix X̃ can be reconstructed by

X̃ = Diag(g) ·X (3)

where g = [g1, g2, · · · , gN ]� ∈ R
N , and Diag(g) is the

diagonal matrix with g on the diagonal line.
Our formulation of the item-level social influence pre-

diction problem is quite different from existing works on
social network analysis. First, we measure the social influ-
ence in item-level, compared with the structure-level analy-
sis (Newman 2003)(Strogatz 2003) and topic-level analysis
works (Tang et al. 2009). Second, the goal of the problem
is to predict the users’ social influence for unobserved data,
which is in contrast with the majority of existing works to
analyze the influence patterns from observed data (Anagnos-
topoulos, Kumar, and Mahdian 2008)(Bakshy, Karrer, and
Adamic 2009).

Probabilistic Matrix Factorization

We suppose that there exists a joint latent space for both
users and posts with common dimensionality k, such that
the user-post specific social influences are modeled as the in-
ner product between user-post vector pairs in that space. Ac-
cordingly, the user ui is associated with an user vector Ui ∈
R

k, and the post pj is associated with a post vector Vj ∈ R
k.

We also define two matrices U = [U1,U2, · · · ,UM ] ∈
R

k×M , V = [V1,V2, · · · ,VN ] ∈ R
k×N . As the model

performance is evaluated by root mean square error (RMSE)
on the test set, we adopt a probabilistic linear model with
Gaussian observation noise as in (Salakhutdinov and Mnih
2008). Here we define the the conditional distribution over
the observed entries in X as

P (X|U,V, σ2
X) =

M∏
i=1

N∏
j=1

[N (Xij |U�
i Vj , σ

2
X)

]Yij (4)

where Yij is the indicator of user ui sharing web post pj .
We assume zero-mean spherical Gaussian priors on user

and post feature vectors:

P (U|σ2
U ) =

M∏
i=1

N (Ui|0, σ2
UI)P (V|σ2

V ) =
N∏
j=1

N (Vi|0, σ2
V I)
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Then the log posterior distribution over the user and post
feature vectors is calculated by

lnP (U,V|X, σ2
X , σ2

U , σ
2
V ) (5)

∝ − 1

2σ2
X

∑

i,j

Yij(Xij−U�
i Vj)

2− 1

2σ2
U

∑

i

U�
i Ui− 1

2σ2
V

∑

i

V�
i Vi

Therefore to obtain the Maximum A Posteriori (MAP) es-
timation of U and V is equivalent to minimize
1

2σ2
X

∥∥Y � (X−UV�)
∥∥2
F
+

1

2σ2
U

‖U‖2F +
1

2σ2
V

‖V‖2F (6)

where ||.||2F is the Frobenius Norm, and the � is the
Hardamard Product.

Hybrid Factors

As mentioned above, the severe sparsity of X makes it
very challenging to directly learn the latent spaces for users
and posts from only observed user-post interaction entries.
That’s the reason why we need to make full use of the user-
specific and post-specific factors to compress the degrees of
freedom, so that the correlation within users and web posts
can be exploited to alleviate the sparsity problem.

Incorporating User-Specific Factors

We selected two effective user-oriented predictive factors:
the percentage of active friends, and the average friend tie
strength, which are defined as follows.
• The percentage of active friends. The activeness of a

friend ur, denoted by act(ur), is the number of posts she
visited during a given time period. Then the percentage of
active friends is calculated by

uf1(ui) =
1

|N (ui)|
∑

ur∈N (ui)

δ(act(ur) ≥ τ) (7)

where τ is the time threshold for active user, and δ(.) is
the Delta function.

• The Average Friend Tie Strength. We define the tie
strength between a user ui and one of her friends ur as
the number of shared posts (by user ui) friend ur visits,
which is denoted as tie(ui, ur). Then, the average friend
tie strength is calculated by

uf2(ui) =
1

|N (ui)|
∑

ur∈N (ui)

tie(ui, ur)∑
j Yij

. (8)

We make use of these two factors to measure the similar-
ity between ui and uj as

Wij = ρ1|uf1(ui)−uf1(uj)|+ρ2|uf2(ui)−uf2(uj)| (9)

In our experiments, we set ρ1 = ρ2 = 0.5.
In this way, we can construct the user-user similarity ma-

trix W ∈ R
M×M . We further assume that W can be ap-

proximated by the inner product of the latent user matrix.
Thus, the conditional distribution over the user-user similar-
ity matrix is defined in a similar way as (4):

P (W|U, σ2
U ) =

∏M

p=1

∏M

q=1
N (Wpq|U�

p Uq, σ
2
W ) (10)

Incorporating Post-Specific Factors

From our investigations on www.renren.com, the so-
cial influence is strongly correlated with the content of the
web posts. For example, the posts on popular topics attract
more clicks in average. We denote the post content matrix
as C ∈ R

N×d, where d is the dimensionality of the posts,
which is constructed by implementing Latent Dirichlet Allo-
cation (LDA) (Blei, Ng, and Jordan 2003) on the post corpus
to discover 100 topics. Then the content of each post is rep-
resented as the topic distributions over the 100 topics. Simi-
lar to latent semantic analysis (Hofmann 1999), we assume
there exists matrix G ∈ R

d×k which indicates topic group
identity, and the conditional distribution over C is defined as

P (C|V,G, σ2
C) =

∏N

m=1

∏d

n=1
N (Cmn|V�

m(G�)n, σ
2
C) (11)

where (G�)n is the n-th column of G�.

Probabilistic Hybrid Factor MF

In this section, we will introduce a method, Probabilis-
tic Hybrid Factor Matrix Factorization, to integrate all the
above factors and get an estimation of the latent user and
post matrices.

The Model

Given the observed matrices X,W,C, the posterior distri-
bution over the user and web post latent features is given
by

P (U,V|X,W,C,Ω) =
P (X,W,C|U,V,Ω)P (U,V|Ω)

P (X,W,C)
(12)

∝ P (X|U,V,Ω)P (W|U,Ω)P (C|V,G,Ω)P (U|0,Ω)P (V|0,Ω)

where Ω = {σ2
X , σ2

W , σ2
C , σ

2
U , σ

2
V } is the hyperparameter

set including the observed noise variance and prior variance
on user and feature vectors.

The log of the posterior distribution over the user and post
latent features is calculated by

ln(P (U,V|X,W,C,Ω))

∝ − 1

2σ2
X

∑
i,j

Yij(Xij −U�
i Vj)

2 − 1

2σ2
W

∑
p,q

(Wpq −U�
p Uq)

2

− 1

2σ2
C

∑
m,n

(Cmn −V�
m(G�)n)2 − 1

2σ2
U

∑
i

U�
i Ui

− 1

2σ2
V

∑
i

V�
i Vi

Maximize the posterior distribution is equivalent to
minimize the sum-of-squared errors function with hybrid
quadratic regularization terms:

J = ||Y � (X−U�V)||2F + α||W −U�U||2F
+β||C−VG�||2F + γ||U||2F + δ||V||2F . (13)

where α =
σ2
X

σ2
W

, β =
σ2
X

σ2
C

, γ =
σ2
X

σ2
U

, and δ =
σ2
X

σ2
V

.
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user information post information

user id (UID) post id
friend links post content

shared post id list visiting friend UID list

Table 1: Data set information.

Solution

Although the objective function is not jointly convex with re-
spect to U, V and G, it is convex with each of them with the
other two fixed. Therefore we can adopt a block coordinate
descent scheme to solve the problem (Bertsekas 1999). That
is, starting from some random initialization on U,V,G, we
solve each of them alternatively with the other two fixed, and
proceed step by step until convergence1. In this paper, we
use the gradient search method to solve the problem (Bert-
sekas 1999). Specifically, the gradients of the objective with
respect to the variables are

∂J
∂U

= 2
(
−(Y �X)V + (Y �UV�)V

−2αWU+ 2αUU�U+ γU
)

∂J
∂V

= 2
(
−(Y� �X�)U+ (Y� �VU�)U

−βCG+ βVG�G+ δV
)

∂J
∂G

= 2β
(
−C�V +GV�V

)

Experiments

Dataset Information

We perform our experiments on a real online social network
dataset, which is crawled from http://renren.com, a
Facebook style social network web site in China. We have
34k users, and 43k web posts in the dataset, and the basic
information we used for each user and post are listed in Ta-
ble .

In our experiments, we randomly sample different num-
ber of users and select the web posts shared by these sam-
pled users to form datasets with different sizes, including
500users dataset, 2000users dataset, 5000users dataset, and
the 10000users dataset. They are used to evaluate the detail
performance of the proposed method.

Comparative Methods

Besides the proposed PHF-MF method, we also implement
the following methods for comparison.

• Logistic Regression (LR): If we regard the user and post
factors as variables, and the strength of social influence as
the response, then the prediction of social influence can

1Here the objective is obviously lower bounded by 0, and the al-
ternating gradient search procedure will decrease it monotonically.
Thus the algorithm is guaranteed to be convergent.

be formulated as a regression problem. Thus, we firstly
use the LR model to linearly combine the user factors and
post factors, and learn the regression coefficients of the
factors from the observed training data.

• Cox Proportional Hazards Regression (CoxPH): Dif-
ferent from LR, the user factors and post factors are com-
bined in an exponential way, as is used in (Yang and
Counts 2010), which aims to predict the speed of diffu-
sion of tweets in Twitter.

• User Averaging Influence (AvgU): As users have differ-
ent overall influences regardless of web posts, we can pre-
dict unobserved social influence by the average over ob-
served ones, i.e.,

fi,. =

∑
j fij∑
j Yij

. (14)

• Post Averaging Influence (AvgP): As in AvgU, we can
also predict the social influence by the web posts’ averag-
ing influence regardless of users:

f.,j =

∑
i fij∑
i Yij

. (15)

• Basic Matrix Factorization (bMF): In this method, we
only consider the user-post interaction matrix, and find
the joint latent space for users and posts by solving the
objective function:

min
U,V

∥∥∥X−UV�
∥∥∥2
F
+ γ ‖U‖2F + δ ‖V‖2F

(16)

• User Factors Constrained MF (bMF+UF): By incorpo-
rating the user factors in to the bMF, we find the joint
latent space for users and posts by solving:

min
U,V

∥∥∥X−UV�
∥∥∥2
F
+ α

∥∥∥W −UU�
∥∥∥2
F
+ γ ‖U‖2F + δ ‖V‖2F

• Post Factors Constrained MF (bMF+PF): By incorpo-
rating the post factors in to the bMF, we find the joint
latent space for users and posts by solving:

min
U,V

∥∥∥X−UV�
∥∥∥2
F
+ β

∥∥∥C−VG�
∥∥∥2
F
+ γ ‖U‖2F + δ ‖V‖2F

The quality of the prediction will be evaluated using the
Root Mean Square Error (RMSE).

RMSE =

√√√√
∑

Xij∈X
(Xij −UiV

�
j )

2

|X | (17)

Parameter Settings

In this section, we will investigate the effect of different
parameter settings when implementing PHF-MF, include
tradeoff parameters, dimension of hidden space, and num-
ber of projected gradient iterations, on the performance.
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α β γ δ RMSE

0.00001 0.001 0.001 0.001 0.15564
0.0002 0.005 0.01 0.01 0.15135

0.0001 0.01 0.01 0.01 0.15234
0.001 0.1 0.1 0.1 0.17742

Table 2: PHF-MF tradeoff parameters setting and evaluation.

Tradeoff Parameters The tradeoff parameters α, β, γ, δ
in PHF-MF play the role of adjusting the strength of differ-
ent terms in the objective function. As the value range of the
latter 4 components in equation (13) are different, the pa-
rameter setting should be consistent with the corresponding
component’s value range. Considering the roles of different
components, we test the three sets of tradeoff parameters as
shown in Table 2, and use the 2000users dataset for valida-
tion.

Although the parameters setting is similar with HF-NMF
in (Cui et al. 2011), the physical significance of the param-
eters (i.e. the variance ratio of matrices) indicates a way for
better understanding the parameter tuning process. The re-
sults in Table 2 show that the parameter set α = 0.0002, β =
0.005, γ = δ = 0.01 produce the best performance. In our
following experiments, we just use this parameter setting.

Dimensionality of the Hidden Space The goal of PHF-
MF is to find a k-dimensional joint latent space for users
and web posts. How to set k is important for prediction per-
formance. If k is too small, the users and web posts cannot
be well represented and discriminated in the latent space. If
k is too large, the computational complexity will be greatly
increased. Thus, we conduct 5 experiments with k ranging
from 5 to 40 on the 2000users dataset. The results are shown
in Figure. 1, from which we can see that with the increase
on the dimension k, RMSE will reduce gradually. When
k > 30, the RMSE reduces rather slow. For the concern of
the tradeoff between efficiency and prediction precision, we
choose k = 20 as the latent space dimension in our experi-
ments.

5 10 15 20 25 30 35 40

0.145

0.15

0.155

0.16

k

R
M

S
E

Figure 1: Prediction performance v.s. hidden space dimen-
sion.

Prediction Performance

In this section, we will demonstrate the prediction perfor-
mance of the proposed method, and compare it with other
methods.

We randomly select 50%, 70% and 90% of the observed
entries in matrix X of difference sizes of datasets (including
500users dataset, 2000users dataset, 5000users dataset and
10000users dataset) as the training data, and the rest as the
testing data. The random selection was carried out 10 times,
and the average RMSE is reported. The same experiments
are conducted on the proposed method and the 7 compara-
tive methods listed in subsection . The results are shown in
the Table 3.

From the Table 3, we can observe that:

• The probabilistic interpretation of the HF-NMF model
gives a new way for indicating the parameter tuning pro-
cess, and gains more insights on the physical significance
of the parameters.

• The proposed PHF-MF algorithm, which incorporates the
user, post and the user-post interaction factors together in
a probabilistic way, achieves the best performance com-
pared with other comparative methods, including the HF-
NMF in (Cui et al. 2011).

• The more entries used for training, the lower RMSE the
methods can achieve. This is consistent with the intuitive
assumption that the prediction performance depend heav-
ily on the percentage of training data, especially in sparse
dataset where the model can be hardly sufficiently trained.

Conclusions

In this paper, we propose a Probabilistic Hybrid Factor Ma-
trix Factorization (PHF-MF) method for item-level social
influence prediction. By extending the baseline probabilis-
tic matrix factorization method, and interpret the HF-NMF
method in a probabilistic way, PHF-MF is endowed with a
good ability to incorporate prior knowledge on tow dimen-
sions of the interaction matrix, and a more solid theory foun-
dation. Experimental results on a real social network dataset
demonstrate that the proposed method can achieve better
performance in social influence prediction compared with
baseline methods.
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