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Abstract

Sentiment analysis is the task of determining the atti-
tude (positive or negative) of documents. While the po-
larity of words in the documents is informative for this
task, polarity of some words cannot be determined with-
out domain knowledge. Detecting word polarity thus
poses a challenge for multiple-domain sentiment analy-
sis. Previous approaches tackle this problem with trans-
fer learning techniques, but they cannot handle multi-
ple source domains and multiple target domains. This
paper proposes a novel Bayesian probabilistic model
to handle multiple source and multiple target domains.
In this model, each word is associated with three fac-
tors: Domain label, domain dependence/independence
and word polarity. We derive an efficient algorithm
using Gibbs sampling for inferring the parameters of
the model, from both labeled and unlabeled texts. Us-
ing real data, we demonstrate the effectiveness of our
model in a document polarity classification task com-
pared with a method not considering the differences
between domains. Moreover our method can also tell
whether each word’s polarity is domain-dependent or
domain-independent. This feature allows us to construct
a word polarity dictionary for each domain.

1 Introduction

Sentiment analysis is recognized as an important research
area in recent years, fueled by the rapid increase of opin-
ion information available from the Internet. A major task of
sentiment analysis is that of classifying documents by their
polarity; i.e., whether a document is written with a positive
attitude or a negative attitude towards the central topic of the
document.

In sentiment analysis, a word’s polarity is often used as a
feature for machine learning. However, the polarity of some
words cannot be determined without domain knowledge.
Take the word ‘long‘, for example. In the Camera domain,
‘long‘ may have a positive polarity, as in ‘the battery life of
Camera X is long‘. In the Computer domain, on the other
hand, it can be negatively polarized, as in ‘Program X takes
a long time to complete‘. Thus it is not easy to construct
word polarity dictionaries for all the domains of interest.
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A natural question is whether we can reuse the learned re-
sult of a certain domain in another. This is indeed a motiva-
tion behind transfer learning (also known as domain adap-
tation or covariate shift). Transfer learning utilizes the re-
sult learned in a certain domain (source domain) to solve
a similar problem in another new domain (target domain)
(Pan and Yang 2008). Research in transfer learning often
distinguishes domain-dependent features from independent
ones (Blitzer, McDonald, and Pereira 2006), (Daumé III and
Marcu 2006).

Previous approaches to sentiment analysis based on trans-
fer learning have a critical problem in that they only work
well on a single source domain and a single target domain. In
real text data (for example, Multi-Domain Sentiment Dataset
(Blitzer, Dredze, and Pereira 2007)) there is a wide variety
of domains. Therefore we need a novel method for trans-
fer learning to handle multiple source domains and multiple
target domains.

This paper proposes a novel model to handle multiple
source domains and multiple target domains. Our model de-
scribes how each word is generated in the manner of Latent
Dirichlet Allocation (Blei, Ng, and Jordan 2003), but takes
into consideration three factors in generating a word: Do-
main label, domain dependence/independence and word po-
larity. Figure 1 shows the concept of our proposed model in
brief.

Our contributions in this paper are as follows.

1. We propose a novel probabilistic generative model
of words with a domain label, domain depen-
dence/independence and a word polarity. These factors
enable us to handle multiple source domains and multiple
target domains. This feature is important because data
used in sentiment analysis range over various domains.

. Our model can tell whether a certain word’s polarity is
domain-dependent or domain-independent.

We construct a sampling method using Gibbs Sampling to
calculate the posterior distribution effectively.

We apply the proposed model to real product re-
view data (Blitzer, Dredze, and Pereira 2007), and
demonstrate its effectiveness compared with the base-
line model that does not take into account the domain-
dependence/independence of words.
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Figure 1: Conceptual diagram of our proposed method.
(a) Generative process of a word. A word is generated
by a word polarity, a domain label and a domain depen-
dent/independent variable. (b)-(f) Examples of the genera-
tive process for five words (words with red-colored mean
positive and words with blue-colored mean negative). Pre-
vious transfer learning approaches cannot handle multiple
domains without constructing multiple models for each pair
of domains. Our model can handle them with a single model.

2 Proposed Method

Previous transfer learning approaches are applicable only
when there is a single source domain and a single target do-
main. As we mentioned above, it is important to construct a
model to handle multiple source domains and multiple tar-
get domains taking the differences of domains into consider-
ation because it is common in sentiment analysis that there
are various kind of domains. Our model is designed with
multiple source and target domains in mind from the outset.

In this section, we describe the details of our proposed
method. We summarize the meaning of symbols in Table 1.

2.1

In our proposed method, a word polarity /, and a do-
main dependence/independence variable z, are modeled as
hidden variables for each word w,. With [, and z,, we
have |Z| x |S| combinations for each word w, where Z =
{dependent, independent}, S = {positive, negative, neutral }.
As we also consider domains, a word w, can take |S| x |Z] x
|F| different states. However, domain-independent word can
be enclosed with positive, negative, and neutral. After all,
the total number of word states is |S| x (|F|+ 1). As we can
regard domain label f as observed, we can treat the differ-
ence between source and target domains. Note that it is easy
to extend the proposed model to the cases where there is par-
tially class labeled data in the target domains or there is not
partially class labeled data in the source domains.

Next, we explain how the polarity of d-th document y,
is generated. In this model, P(y; = m) is determined by
the proportion to the number of polarity m in {I,--- Iy, }

Model description
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Table 1: Notation

Symbol | Description

D, Dy, D, number of documents, number of documents in
the source domain, number of documents in the
target domain (D = Dy + D;)

F set of domains

S set of word polarity (in this paper, we fixed this
as {positive, negative, neutral } )

\%4 number of unique words

Ny number of words in the d-th document

W n n-th word in the d-th document

Vd, y((;) , yl(;) polarity of the d-th document, polarity of the d-th
document in the source domain, polarity of the d-
th domain in the target domain (0 means negative,
and 1 means positive)

Zd.n indicator variable for n-th word in the d-th doc-

' ument representing whether it is domain-specific

of not

lan word polarity of wy ,,, Iy, = 0 if negative, [; , = 1
if positive, I, , = 2 if neutral

fa domain of the d-th document

in the d-th document. To determine P(y,), more sophisti-
cated methods could be applied such as the Maximum En-
tropy method as it can use richer features including POS tags
(Daumé III and Marcu 2006). To keep the model simple, we
did not employ such a method.

In summary, the proposed model assumes the following
generative process,
1. For each sentiment [ € S:

(a) Draw word probability ¢, ~ Dirichlet(j3)
(b) For each domain f € F:
i. Draw word probability ¢, ; , ~ Dirichlet(§)

2. For each documentd =1,---,D:

(a) Draw domain dependent probability 6, ~ Beta(a)
(b) Draw word sentiment probability y; ~ Dirichlet(y)
(c) For each word wy , in document d
i. Draw z4, ~ Bernoulli(6,)
ii. Draw Iz, ~ Multinomial(y,)
Multinomial(¢,, ) (if zg,, = 0)
(d) Draw w,p ~ { Multinomial(¢,;, ) (if 2 = 1)

)

where ¢ ;,,9,, r,04, ¥, are parameter vectors whose ele-
ments are @, = P(wlz=0,1),¢1; 7w =Pwlz=1,1,f).
04, and yy; are P(z) and P(l) in the d-th document. Ny
is the number of negative words in the d-th document, and
Ny 1 is the number of positive words in the d-th document.

The Dirichlet distributions have parameters «,  and 7.
We assume they are symmetric. We also show the graphi-
cal model of this generative process in Figure 2.1. The joint
probability of this model can be written as follows:

P(w,y,zlIf,a,B,y,m) = P(z|a)P(w[z,£1, B)P(|y)P(y[l. 1), M

where w = {{wau by, 1} 1,2 = {{zan}y 1} 0 =
{{ld,n}i,vi1}}dD=17f = {f¥2 .y = {ath.,. We can

Ngo+n Ng1+n
Nd,O+Na’,l +2n7 Nd‘0+Nd‘1 +2n

(e) Draw y; ~ Bernoulli (
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Figure 2: (a) Graphical model of proposed method. (b) Graphical model simplifying proposed method. This model is the

baseline in the experiments.

integrate out the multinomial distribution parame-

ters, {¢Ol}1687{¢1lf}IESf€F7{6d}d AW be-
cause we use Dirichlet distributions for their priors,

which are conjugate to multinomial distributions. The
first term on the right side of (1) is calculated by
P(zlo) = 19, [ P(24|64)P(04|)d6,, and we have
the following equation by integrating out {6,}4_,,

(T(Zl)\P & TLezl Voo + @)
Plee) = <F(a)zl> d= 1F(Zzez< zd+a))

where N, 4 is the number of words that are domain depen-

dent/independent in the d-th document. The rest of the joint

probabilities on the right side of (1) can be written as fol-
rpv)

lows:
([F[+1)x]s|
pivisc8) = (g5

Hv_ F v,lsf+B) Hv lF( V0&+ﬁ)
fI;!?sIGTS (Z: ( lISfJFB)) seSF(): ( vOsJFB))’

TSNP & ThesT(Noa+7)
Fllln) = (FWI) F(Tos (Vea 7))

where N, r is the number of domain-dependent words v
with polarity s in domain f, N, is the number of domain-
independent words v with polarity s, N 4 is the number of
words with polarity s in d-th document. The fourth term on
the right side of (1) is a multinomial distribution,

1(ya=y)
HH ) e

=1y=0
where Ny, is the number of words with polarity y in the d-th
document, Ny o is the number of negative words in the d-th
document, Ny ; is the number of positive words in the d-th
document, and I(-) is an indicator function.

@

d=1

Nd,y + n

l et S S
POt (Nd,o +Ng1+2n

2.2 Inference

The inference of the latent variables z, 1 and y(’ ) given w and
f can be effectively computed using collapsed Gibbs sam-
pling (Griffiths and Steyvers 2004). Note that in the source
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domains, the latent variables are z and 1, but in the target do-

mains, the latent variables are z, 1 and y(’ ), Sampling formula
in the source domains can be written as follows:

P(Zn :j7ln :k|w7fay<s)7z—n7l—n7aaﬁa}an)
°<P(Wn|Zn :jaln :kafdaz—nyl—mﬁ)P(Zn :j|Z_n,Ol)

x P(yff) [l = kL )P(ly = kL, 7), )
where y {y y d |- The elements of the right side of (4)
can be written as follows:

{Nww 1 ks t-n+B
Yoet (Nuwikgytn+B)’
{Nu, 0k} -n+B
):x,,:l ({Nw‘ni)k}w +B) '

P(walzn = Ly =k, fa, 20,10, B) =

P(Waltw = 0,1y = k. fa,2-n, 1, B) =

{N/d} +o

P<Zn7]‘17n 05) Z/cl ({N/d} /+a

P(.\}(;) [y =k,_,,m)

(s)_ ) _
o ({Nag}n+ 1+ PN 1} 1) 0a =70
{Nao}-n+{Nas}-n+21n+1 ’

(s)
: Nuy}on+1 164 =)
PO, =20,.1) = {Nay} A
a' | ) ) EJ({N(LO}?”J,_{]\]LH}W_an )
{Neat-nt+vy

Pl =) = g e w470

where {-}_, is the number when n-th sample was excluded.
Next, in the target domains, sampling formula for z and 1

is the same as equation (4). In the target domains, we sample

y) following the next equation,

Ndm+n

_ 5
Ngo+Ng1+2n’ ©)

PO =mllm) =
where Ny, is the number of words with polarity m in the
d-th document.

3 Experiments

As mentioned above, our proposed method is a method
to handle multiple source domains and multiple target do-
mains. In order to see whether such a characteristic is useful
or not in a document polarity classification task, we com-
pare our model shown in Figure 2.1, with the baseline model



which domain dependent/independent variables z and do-
main labels f are removed. The resulting graphical model
for the baseline is shown in Figure 2.1.

Several ways of changing the number of source/target do-
mains are conceivable. We performed the following two ex-
periments.

e Fixing the number of target domains, increase the number
of source domains

e Fixing the number of source domains, increase the num-
ber of target domains

The former is reported in Section 3.2, and the latter in Sec-
tion 3.3. Our method can tell whether a certain word is a
domain dependent/independent polarised one in each do-
main. To show how well our method works, in Section 3.4,
we list the most probable domain-dependent and domain-
independent polarised words in each domain.

3.1 Dataset and experimental setting

We used 17 domains and 10000 documents from the Multi-
Domain Sentiment Dataset (Blitzer, Dredze, and Pereira
2007) for our experiments. In this dataset, each review text
is accompanied with five-staged rating. We regard reviews
with rating 4 or 5 as positive documents and review with rat-
ing 1 or 2 as a negative documents. We adopt POS-filtering,
using only adjectives and adverbs. Negated phrases like ‘not
...~ are regarded as a single word.

Next we describe the experimental setting. We set the
number of iteration for the Gibbs sampling to 300, and de-
termined the final documents polarity according to last 50
samples from the right side of (5). Hyper parameters «, 3
and 7y are optimized by Fixed Point Iteration (Minka 2003).
For lack of space, we omit the update equations. From pre-
liminary experiments, we fixed the hyper parameter 1] as 1.5.
Note that the performance of documents polarity classifica-
tion is not very sensitive to the value of 7.

And finally, we describe the method of evaluation. We
evaluate the performance of documents polarity classifica-
tion using F-value, harmonic mean of Precision and Re-
call. We trained our model with both training data and test
data because our proposed method is so-called Transductive
Learning.

3.2 Increasing the number of source domains
fixing target domains

In our experiment, classification accuracy varies by combi-
nations between source domains and target domains. To take
this variance into consideration, we repeated the following
procedure 10 times and took the average F-value.

Step 1 Select 3 domains for target domains randomly

Step 2 Select N domains for source domains from the re-
maining ones randomly

Step 3 Evaluate using F-value at the target domains

Figure 3.3 shows the results of the above experiments with
the number of N of source domains varied from 1 to 14.
As the number of source domains increases, the number of
samples also increases. So F-value increases constantly both

in the proposed method and the baseline. The F-value of the
proposed method is consistently higher than that of the base-
line. This result shows the effectiveness of the domain de-
pendent/independent variables incorporated in the proposed
model for each words, which are not present in the baseline
model.

3.3 Increasing the number of target domains
fixing source domains

In this section, we evaluate the performance of the proposed
method and the baseline when the source domains is fixed
and the number of target domains is varied. We repeated 10
times the same procedure (Step 1-3) of Section 3.2, except
that the three domains chosen in Step 1 make the source do-
mains, and the N domains chosen in the Step 2 constitute the
target. Figure 3.3 shows the results as N is increased from
1 to 14. F-value decreased in both proposed method and
baseline as the number of target domain is increased. The
same phenomenon was reported in semi-supervised leaning.
Nigam et al. introduced a weight parameter A for unlabeled
data to reduce the effect of unlabeled data (Nigam et al.
2000). However, in the proposed method, the decrease of
F-value is more benign compared to the baseline in Figure
3.3.

3.4 Domain dependent/independent words

Our method can tell whether a given word is dependent or
independent for each domain. We list the most probable
30 words using P(w|l,z, f) = ¢.; s which is the probabil-
ity that a certain word w is generated given polarity / and
domain dependent/independent z in domain f. Tables 2, 3
and 4 shows the domain dependent/independent words for
the source domains of ‘Books‘, ‘DVD‘, and ‘Electronics®
and the target domain of ‘Kitchen. The results look rea-
sonable, for words such as ‘great‘ and ‘bad‘ are determined
as domain-independent, and words like ‘comfortable‘, ‘re-
sponsive‘, ‘useless‘, ‘functionally‘ are deemed as domain-
dependent.

Table 2: Domain-independent words

Polarity [ ‘Words

Positive great good best excellent worth certainly easily happy particularly
quickly deep quick not_really professional fantastic incredible solid ef-
fective beautifully potential

Negative | bad instead actually wrong unfortunately completely poor worst second
short nearly extremely possible worse not_good actual fairly just_not dis-
appointed entirely

Neutral quite long right away old probably pretty simply big large amazing white
free apparently huge exactly forward open normal older
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4 Related Work
4.1 Sentiment Analysis

Two types of sentiment analysis tasks have been addressed
in the past: Document classification and extraction of fea-
tures relevant to polarities. The former tries to classify doc-
uments according to their semantic orientation such as pos-
itive or negative (Pang, Lee, and Vaithyanathan 2002). The
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Figure 3: Average (solid line) and standard error (dotted line) of F-value 10 times experiments (a) F-value in 3 target domains
varying the number of source domains. (b) F-value varying the number of target domains with fixed the number of source

domains as 3.

Table 3: Domain-dependent words (in Electronics domain)

Polarity [ Words

Positive easy sound small remote fast comfortable perfectly cool external cheaper

decent light pleased green crisp compatible higher optical sleek rear

Negative | new cheap useless slow defective directly newer static blank quiet flat
uncomfortable convenient currently daily glad flimsy verbatim soft tiny

lighter

Neutral little nice digitallonger low loud inexpensive video audio not_sure prop-

erly multiple faulty bulky stylishjust_fine protective manually bright dou-

ble prior outer

Table 4: Domain-dependent words (in Kitchen domain)

Polarity [ Words

Positive stainless sturdy fresh healthy unique warm spreadable liquid handy ser-
rated largest golly not_big functionally wider ceramic 5-year extendable

frozen not_constant

Negative | evenly non-stick durable cuban heavier hefty shiny clean-up not_old bro-
ken confident transparent versatile not_short not_probably tinny suspi-

cious appropriately cramped grilled

Neutral nicely global coated taller dough fluffy thicker distinctive vibrant abra-

sive visible charcoal vertically bit toxic dear level 5-star in-built playful

latter, on the other hand, focuses on extracting words con-
cerning the polarity of document (Takamura, Inui, and Oku-
mura 2005). Our model can contribute to both of them.

In the task of classifying a document polarity, there is a
lot of research using aspects (also known as attributes) and
topics. (Zhao et al. 2010) and (Brody and Elhadad 2010)
modeled documents by using aspects such as sound quality,
battery life, appearance in the Mp3 players domain. Some
researchers focus on topics to identify document polarity
(Lin, He, and Everson 2010), (Titov and McDonald 2008),
(Mei et al. 2007). Lin et al. proposed Joint Sentiment-Topic
Model (JST) incorporating both topics and polarity of words

1290

in the document (Lin, He, and Everson 2010).

JST, however, does not consider the differences of do-
mains (domain labels)'. Our proposed method also repre-
sents word polarity using a generative model like JST, but it
can also treat domain labels as observed variables. This fea-
ture makes our proposed method a more suitable model for
transfer learning.

Takamura et al. modeled the polarity of words in a doc-
ument which provides informative features for detecting
document polarity using a spin model (Takamura, Inui,
and Okumura 2005). Kobayashi et al. extracted aspect-
evaluation relations and aspect-of relations (Kobayashi, Inui,
and Matsumoto 2007). Our method contributes to this line of
research in that our proposed model can simultaneously con-
struct a domain dependent word polarity dictionary for each
domain and a domain independent word polarity dictionary.
The work of Takamura et al. is similar to ours in that both
can extract words relevant to polarities, but they do not con-
sider the word polarity to be domain-dependent, and thus is
not adequate for multi-domain sentiment analysis.

4.2 Transfer Learning

Transfer learning has been studied in various fields including
natural language processing (Daumé III and Marcu 2006),
automated planning (Li, Yang, and Xue 2009) and collabo-
rative filtering (Zhuo et al. 2008).

Blitzer et al. proposed a framework called Structural
Correspondence Learning (SCL) and utilized it for trans-
fer learning (Blitzer, McDonald, and Pereira 2006). SCL is
based on the work of Ando et al. (Ando and Zhang 2005).
SCL identifies ‘pivot features‘, which are the features hav-
ing high mutual information with polarity labels, and solve

'In this paper, “Topic‘ means the hidden variable corresponding
to word meaning, and ‘Domain‘ means the observed variable like
category.



the auxiliary binary classification problems.

SCL connects pivot features with domain-specific words
for each domain in order to guide transfer learning. For ex-
ample, let source domain be micro phone and target domain
be computer. ‘good-quality reception‘ and ‘fast dual-core*
are the positive words in each domain, but each of these
words appears only in each domain respectively. Transfer
learning fails if we only use such words. The main idea of
SCL is that these words often occur with the general polar-
ized words like ‘excellent‘. In SCL, however, pivot features
are only defined as the words that have high mutual infor-
mation with the class labels in the source domain, and in this
definition, the words with high correlation with the class la-
bels in the target domain can be pivot features. Therefore,
we modeled the domain-independent word polarity similar
to the approach of Lin et al. (Lin, He, and Everson 2010).

(Daumé III and Marcu 2006) proposed Maximum En-
tropy Genre Adaptation Model (MEGA) model motivated
by the fact that the distribution of test data is not identical
to that of training data in many applications. MEGA model
is a simple mixture model with a hidden variable indicating
whether the data is drawn from the in-domain distribution,
the out-of-domain distributions, or the general-domain dis-
tribution.

5 Conclusion and Future Work

In this paper, we proposed a probabilistic generative
model of a word with a domain label, domain depen-
dence/independence and a word polarity, and this can also
judge the document polarity which can treat the differences
between domains. Parameter values can be learned with
Gibbs sampling. We demonstrated that increased data from
source domains lead to an improved F-value in target do-
mains. We also found that as the number of target domains
increased, F-value decreased. Our model can extract words
with domain-dependent polarity, making it possible to create
domain-dependent word polarity dictionaries for each do-
main. For the future work, we will revise our model not to
be sensitive to unlabeled data from target domain when the
number of samples in target domain increases. Another di-
rection of the future work is to modify a method for deter-
mining a document polarity from the current one to a more
sophisticated method based on maximum entropy similar to
Daume’s MEGA model.
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