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Abstract 

This paper describes a statistical approach to generation of 
Chinese classical poetry and proposes a novel method to 
automatically evaluate poems. The system accepts a set of 
keywords representing the writing intents from a writer and 
generates sentences one by one to form a completed poem.  
A statistical machine translation (SMT) system is applied to 
generate new sentences, given the sentences generated 
previously. For each line of sentence a specific model 
specially trained for that line is used, as opposed to using a 
single model for all sentences. To enhance the coherence of 
sentences on every line, a coherence model using mutual 
information is applied to select candidates with better 
consistency with previous sentences. In addition, we 
demonstrate the effectiveness of the BLEU metric for 
evaluation with a novel method of generating diverse 
references. 

 Introduction   
This paper presents a novel approach to generating Chinese 
classical poetry using the quatrain form as a test bed. 
Chinese classical poetry is an important cultural heritage 
with over 2,000 years of history. There are many genres of 
classical Chinese poetry but quatrain ( ) and lüshi (

) are the most popular. A quatrain is a poem consisting 
of four lines and a lüshi is a poem of eight lines. Each line 
of a quatrain or a lüshi contains five or seven characters. 
Strict tonal pattern, rhyme scheme and structural 
constraints are required on the quatrain and lüshi as 
explained below. 
a) Tonal pattern 
In the traditional Chinese language, every character 
consists of one syllable and has one tone which can be 
either “Ping” (level tone), or “Ze” (downward tone). The  
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general principle for the tonal pattern in a Chinese classical 
poem is that these two kinds of tones should be interleaved  
in each sentence. There are four common tonal patterns for 
the 5-char and 7-char quatrain (Wang, 2002). We show one  
of the tonal patterns widely used for a 5-char quatrain, 
where “+” indicates the “Ze” tone, “-” indicates the “Ping”  
tone, and “*” indicates that either tone is acceptable for the 
position.  
* + - - + 
- - + + - 
* - - + + 
* + + - - 
b) Rhyme scheme 
In Chinese poetry, rhyming characters have the same 
ending vowel. The rhyming constraint for a Chinese 
quatrain is that the ending characters of the second and the 
fourth sentences should rhyme.  
c) Structural constraint 
The structure of a Chinese quatrain often follows the 
“beginning, continuation, transition, summary” template 
which means that the first sentence starts a topic, the 
second sentence continues the topic, the third sentence 
expresses something new on the starting topic, and the 
fourth sentence expresses or implies a general conclusion. 

Below is an example of 5-char quatrain. 
    (- + - - +) 

white sunlight along hill fade 

    (- - + + -) 

Yellow River into sea flow 

    (+ - - + +) 

wish exhaust thousand mile eyesight 

    (+ + + - -) 

More up one story tower 
This quatrain, entitled “On the Stork Tower” was 

written by Zhihuan Wang, a famous poet of the Tang 
Dynasty. The following is the English translation.  

Proceedings of the Twenty-Sixth AAAI Conference on Artificial Intelligence

1650



As daylight fades along the hill, 
The Yellow River flows into the sea. 
Seeking a thousand mile view, 
I mount another story of the Tower. 

The quatrain describes the author’s feeling when he 
climbed the Stork Tower beside the Yellow River. As we 
can see, it fully satisfies the above-mentioned constraints 
of the quatrain form. 
In this paper, we propose a statistical approach to 
generating Chinese classical poetry with the following 
steps: 
1.  Given a set of keywords provided by a writer as the 
description of his/her intent, we use a template-based 
model to generate candidates for the first sentence of the 
poem and apply a poetry language model to select the best 
one. 
2. We then use a phrase-based statistical machine 
translation (SMT) model to generate the remaining 
sentences one by one. The SMT model takes as input the 
current sentence as the source language and outputs the 
next sentence as the target language. 
Our contribution includes: 
1. As every sentence of a poem plays a certain function in 
the semantic structure of a poem, sentence position-
sensitive SMT models are employed, with each model 
generating a sentence with a particular semantic function.  
2. Furthermore, information from all previously generated 
sentences is considered by the model when generating the 
next sentence, in order to ensure high coherence between 
sentences.  
3. The BLEU metric is applied to the evaluation of the 
generated poems, and the method of generating references 
is introduced. The BLEU score of our system shows  high 
correlation  with the scores given by human experts. 

Related Work 
As a famous example for automatic Chinese poetry 
generation, the Daoxiang poem generator 
(http://www.poeming.com/web/index.htm) is one of 
several popular web sites providing a poem generation 
service. It uses the manually made linguistic template-
based approach. In the Daoxiang system, a user needs to 
input a title and select a rhyming template. Then, the 
system acquires from a manually created table a list of 
phrases or words related to the keywords in the given title. 
The system then randomly selects a few words or phrases 
from the list and inserts these into the user-selected 
rhyming template to generate lines and finally form the 
poem. The poems generated do satisfy the tonal and 
rhyming constraints, but every sentence generated is not 
natural, and the entire poem has difficulty delivering a 

centralized meaning that logically corresponds with the 
user’s intent as reflected by the title.  
In the area of computer-assisted Chinese poetry generation, 
which is different with automated poetry generation that 
this paper focuses, Luo has developed a tool that provides 
the tonal templates for genres of Chinese poetry and a 
dictionary of the tone of Chinese characters. 
(http://cls.hs.yzu.edu.tw/MakePoem/HOME.HTM) In a 
study of Chinese couplet generation, which could be 
considered a narrowed case of Chinese poetry generation, 
(Jiang and Zhou, 2008) achieve promising results with a 
statistical machine translation model for generating the 
second sentence given the first one of a couplet. But no 
simple extension of this approach can accomplish strong 
coherence among four lines while meeting global structural 
constraints, such as with “beginning, continuation, 
transition, summary” templates. This paper intends to solve 
it. We also study other systems that generate English 
poems and Spanish poems (Oliveria, 2009), but their 
methods are quite different from ours. 

Overview of the Proposed Approach 
As a simplified expression, a poem’s topic can be 
represented by a few keywords. After the author has 
formed the outline of his or her thoughts, he/she chooses 
the genre of the poem, for instance, he selects quatrain. 
Then he needs to select a tonal pattern. Next the chosen 
tonal template is filled in with qualified characters to 
complete a line. Then the author continues to write the next 
line until the entire poem is finished. This is an iterative 
process in which the author can always change ideas, or try 
another tonal pattern, or swap the sequence of lines or 
change characters in a line. Our generation system follows 
these phases of human poem writing. The system accepts 
the users’ intent concerning the content and format and 
generates sentences one by one to create a poem. The 
following information is used to express a user’s intent: 1) 
Several keywords that a user inputs to describe the topic of 
the poem. For example, “spring”, “mountaineering”, and 
“climb” can be used to express the topic of climbing a 
mountain in spring. 2) The length of each line. The author 
can select five or seven characters. 3) The tonal pattern. 
To simplify the experiments, we constrain the keywords 
that users may enter to describe the topics to the poetic 
phrase taxonomy (Liu 1735) “ShiXueHanYing” (

), a dictionary used for teaching classical poetry to 
children. In this taxonomy, 41,218 phrases (34,290 unique) 
of length ranging from 1 to 5 characters have been 
classified into 1,016 clusters. A phrase can be classified 
into multiple clusters. Each cluster is assigned a concept 
such as “spring”, “mountaineering”, etc. As a result, the 
cluster of “spring” would contain those phrases widely 
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used in Chinese poems depicting the spring season. 1,016 
concepts cover most of the common topics in ancient 
Chinese poems. 
In our experiments, after the user inputs the above-
mentioned information, we use the template-based method 
to generate the first sentence and then use a statistical 
machine translation model to generate the other three 
sentences one-by-one.  

Template-based Generation of First Sentence 
After the user selects the tonal pattern and several 
keywords, an intuitive way to generate the target poem is 
to find some phrases related to the selected keywords and 
assemble them into four sentences according to the tonal 
pattern. Since we have constrained the user to select 
keywords from the cluster names in the taxonomy of 
“ShiXueHanYing”, to get candidate phrases related to the 
user selected keywords, all phrases included in the 
corresponding clusters are selected. Then, for generation of 
each sentence, we build a phrase lattice by putting every 
candidate phrase into every position of the tonal pattern if 
the phrase satisfies the tonal constraint for the position. 
The tone of each character in the phrase is obtained using a 
tone and rhyming dictionary of Chinese characters, called 
“Pingshui Rhyme.”(Named  in Chinese, which  
is a tone and rhyme table for poetry writing compiled by 
Yuan Liu in the Song Dynasty of China.) 
To search for the best sentences in each lattice, we 
introduce a language model that scores all paths in the 
lattice. Here, a character-based trigram language model 
trained with Katz back-off from the training data is used. 
Training details are covered in Section 6. The Forward-
Viterbi-Backward-A* algorithm is used to find the N-Best 
candidate sentences to facilitate the user’s selection 
working in the interactive model.  

Statistical Quatrain Generation with SMT 
models 

(Jiang and Zhou, 2008) proposed a statistical machine 
translation (SMT) method to generate the second sentence 
given the first sentence of a Chinese couplet (which can be 
considered a special kind of two-sentence poetry). Inspired 
by this, we applied a similar SMT-based approach to 
generate the next sentences given the previous sentences of 
a quatrain. When generating the second sentence, we 
regard the first one as the source language in the MT task 
and regard the second one as the target language sentence. 
This approach continues to generate the third and the 
fourth sentences in the same way. Using an SMT model for 
quatrain generation has several advantages. The statistical 

learning based method can easily learn the knowledge of 
poem generation by training over a large poetry corpus.  
The direct use of this SMT approach, however, faces the 
difficulties of assuring the coherence between all generated 
sentences and the constraints of semantic structure over a 
whole poem. To handle these challenges, firstly, because 
the SMT model relies on an input sentence to generate the 
next sentence and thus it cannot generate the first sentence 
with user’s keywords, we use the template-based approach 
to generate the first sentence. Secondly, to maintain a 
meaningful semantic structure throughout the poem, we 
use three different SMT models, to generate the 2nd 
sentence, the 3rd sentence, and the 4th sentence, 
respectively, rather than using one single model for all 
these three sentences. These are thus position-sensitive 
models. Thirdly, to improve the coherence among the 
sentences, we incorporate a coherence model using the 
keywords in all previous sentences into the SMT 
framework to rank the current sentence candidates so that 
the current sentence preserves a strong association with the 
previous sentences. 

Basic SMT Models  
Specifically, given a sentence of a quatrain F denoted as   

},...,,{ 21 nfffF �  (i = 1, 2, 3), our objective is to seek 
the next sentence S, where fi and si are Chinese characters, 
such that p(S|F) is maximized. Following (Och and Ney, 
2002), we use a log-linear model as follows.  
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Where hi(S, F) are feature functions and M is the number 
of feature functions. In our design, characters are used 
instead of words as translation units to form phrases 
because in ancient Chinese, most words consist of only one 
character and Chinese word segmentation may introduce 
unexpected errors. To apply the features, S and F are 
segmented into phrases Iss ...1 and Iff ...1 , respectively. We 
assume a uniform distribution over all possible 
segmentations. 
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Table 1. Features Used in the SMT Model. 
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Following (Jiang and Zhou, 2008), the five features listed 
in Table 1 are selected in our model. 
This is the basic model for the generation of the next 
sentence. As we explained before, however, we have to 
make several important enhancements to improve semantic 
structure and coherence. In the following subsections, we 
explain each of the extensions in detail. 

Position-sensitive SMT Models  
As introduced above, the functions of the four sentences in 
a Chinese quatrain can be roughly summarized as 
“beginning, continuation, transition, and summary” 
respectively. Therefore the relationship between adjacent 
sentences at different positions of a quatrain will differ. A 
naïve translation model may not handle such dependencies 
well. In our method, we design three specific translation 
models for generating the second, third, and fourth 
sentences respectively, where the translation models 
actually includes the first four feature functions listed in 
Table 1. Each model is trained with the sentence pairs at 
that position. For instance, to train the model for the 
second sentence generation, we only use the sentence pairs 
of the first sentence and second sentence in the poem 
corpus. To alleviate data sparseness, each model is 
interpolated with a general model trained with all sentence 
pairs regardless of the positions in a poem. When using the 
translation probabilities in decoding, we empirically assign 
higher weights 1� to the probabilities from the specific 
model and lower weights (1- 1� ) to those from the general 
model.  
TM = 1� TMs + (1- 1� )TMb          (2) 
 
Coherence Models 
The models used in Formula (1) only consider the 
information between adjacent sentences of a quatrain. 
Consequently, the generated four sentences do not have 
strong meaningful association to each other. In a good 
quatrain, however, all four sentences should be coherent in 
order to deliver a centralized meaning. Coherence is also 
considered useful in text summarization for handling 
macro-level relations between clauses or sentences (Mani 
et al., 1998). In order to keep the next sentence coherent 
with all the previously generated sentences, the Mutual 
Information (MI) score is added as the sixth feature 

),(6 FSh to the SMT model, which measures the association 
between the next sentence and the sentences already 
generated before. Let Set-A be the characters appearing in 
the next sentence to be generated and Set-B be the 
characters in all previously generated sentences. All mutual 
information values between any two characters in Set-A 
and Set-B are summed in the coherence model: 

�� ��
ji ji

ji

ji
ji

spsp
sspssMIFSh

,,

6
)()(

),(log),(),(  (3) 

Where Si and Sj indicate characters in Set-A and Set-B 
respectively, and the parameters p(Si, Sj), p(Si), and p(Sj) 
indicate the probabilities of Si and Sj co-occurring, Si 
occurring, and Sj occurring in a poem, respectively. 
Decoding 
After the first sentence of the target quatrain is obtained 
with the template-based approach, the remaining three 
sentences are generated one by one with the proposed 
SMT-based approach. For each sentence, we use a phrase-
based decoder similar to that used by (Koehn et al., 2003) 
to generate an N-best list of candidates. 
Because there is no word reordering operation in our next 
sentence generation, our decoder is a monotonic decoder. 
In addition, poetic sentences are often shorter than typical 
source sentences in the machine translation task, so our 
decoder is more efficient than traditional translation 
decoders. Moreover, translation options are pruned if they 
violate the author-specified tonal pattern.  
According to the rhyming constraints of the Chinese 
quatrain, the ending character of the fourth sentence should 
follow the same rhyme of the ending character of the 
second sentence. In order to satisfy this constraint, when 
decoding for the fourth sentence, we remove those 
translation options at the last position of the sentence 
whose ending character does not rhyme with that of the 
second sentence. Note that the process of our poetry 
generation can be run in an interactive mode, which means 
that for each of the four sentences, the N-best candidates 
can be presented for user-selection. The system will use the 
user-selected sentence as input to continue to generate the 
N-best candidates of the next sentence. With this mode, the 
user can control the generation such that the final quatrain 
best conveys his or her leading idea. 

Model Training 
To estimate the weights in formulas (1), (2), and (4), we 
use the Minimum Error Rate Training (MERT) algorithm, 
which is widely used for phrase-based SMT model training 
(Och, 2003). The training data and criteria (BLEU) for 
MERT will be explained in Section 7. The training data for 
the translation and language models are discussed below. 

Data for Translation Model Training  
We downloaded from the Internet the <Tang Poems>, 
<Song Poems>, <Ming Poems>, <Qing Poems>, and <Tai 
Poems>, which amount to more than 3,500,000 sentences. 
From one quatrain, we extracted three sentence pairs (first-
second, second-third, and third-fourth) and from an eight-
sentence lüshi, we get seven pairs. Altogether, we 
constructed more than 1,200,000 sentence pairs as training 
data for our translation models. The smoothing details of 
the general translation models are shown in Section 5.2. 
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Data for Language Model Training  
The data for training the language model includes two 
parts: One is the corpus of poems mentioned above, which 
contains more than 3,500,000 sentences, and the other is a 
corpus of ancient articles obtained from the Internet, 
including , , etc, which 
contains about 12,000,000 sentences, and serves as the 
complementary data. Using the BLEU evaluation, we 
trained two character-based trigram models on the two 
parts of data, denoted by p1(s) and p2(s), which stand for 
the poem language model and article language model, 
respectively. Then we linearly combined the two models to 
get the final one as follows, where the weights are 
automatically trained by the Minimum Error Rate Training 
(MERT) algorithm, See Section 7.4. 
p(s) = 1� p1(s) + (1 - 1� )p2(s)             (4) 

Evaluation 
We use BLEU (Papineni et al., 2002), which is widely 
used for automatic evaluation of machine translation 
systems. First we will explain the method of building 
references for BLEU. Second, we verified the effectiveness 
of BLEU by computing the correlation with human 
evaluation. Finally, our systems with the proposed 
position-sensitive SMT models and coherence model are 
evaluated with BLEU metric. To verify our method, we 
conducted experiments over 5 different systems. Following 
(Papineni et al., 2002), we use 5 systems of different levels 
for parallel experiments, to exhibit the proper usage of 
BLEU metric. So first, we built two simple systems with 
only 1/50 and 1/10 of a fraction of the training data, called 
“Sys-1/50” and “Sys-1/10” respectively. These two 
systems use the base SMT approach as “Sys-Basic”. The 
third one, called “Sys-Basic,” is trained with all sentence 
pairs, rather than using position-sensitive models trained 
with specific sentence pairs at certain positions, and a 
coherence model. Then, we evaluated the effectiveness of 
two advanced systems obtained by respectively adding the 
position-sensitive models and the coherence model to the 
baseline SMT System with the whole data set.  The two 
advanced systems are called “Sys-Position” that means 
“Position-sensitive models” and “Sys-Coherence” that 
denotes “Coherence model.” estimate the weights in 
formulas (1), (2), and (4), we use the Minimum Error Rate 
Training (MERT) algorithm,  

BLEU Metric  
The BLEU metric is widely used for automatic evaluation 
of machine translation systems. It ranges from 0 to 1 and a 
higher BLEU score stands for better translation quality. In 
the work of couplet generation with an SMT approach 
(Jiang and Zhou, 2008), they use BLEU for automatically 

evaluating generated couplets. We think it’s also useful for 
evaluating poem-generating systems as couplet is a special 
type of poem. Here we use 1-gram for BLEU because in 
ancient Chinese most words consist of only one character. 

Build Reference for BLEU  
The biggest difficulty in using BLEU to evaluate the 
poems is to get the reference sentences. In order to 
compute BLEU, we need references made by humans. In 
(Jiang and Zhou, 2008), given the first sentence of a 
couplet, they collect a set of second sentences written by 
humans and then compare the n-gram precision between 
the next sentences generated by the machine and humans. 
They use an online forum to collect references for a certain 
first line. In the online forum, someone challenges the 
other users by giving a first line of the couplet and users 
give their own answers for the next line, which are 
collected as references. Different from couplets, in the 
poetry generation, given the same key words and the first 
sentence, the poems generated by humans can be quite 
diverse, thus a numerous number of next sentences with 
different writing styles and characters are required to 
ensure the evaluation quality. Due to there not being a 
large enough number of poets, an automatic reference 
selecting method is used based on the following idea: If 
two sentences share similar keywords, the next sentences 
can be references for each other. For example, “

” and “ ” share keywords “ ” and “ ”, the 
next sentence of “ ” is “ ” while the 
next one of “ ” is “ ”. We see that 
“ ” and “ ” also share the similar 
contents and emotions. Thus “ ” can be the 
reference of “ ”. We refer to "ShiXueHanYing", 
the taxonomy mentioned in the previous sections. Given a 
first sentence S1, we extract several keywords, say 
keywords A, B and C in the taxonomy, and generate a 
keyword set consisting of both the extracted keywords 
from the first sentence and the related keywords in the 
same directory in the taxonomy, say {A, A1, A2, B, B1, … , 
C, C1, C2, C3, … .}, which represents the meaning of the 
first sentence. Then if another sentence S2 has keywords 
A1, B1 and C3, S1 and S2 are similar ones. The next 
sentences of S1 and S2 are references for each other. In 
this way, a numerous number of next sentences with 
similar keyword sets of the first sentences can be selected 
from about 30,000 famous classical Chinese poems, such 
as <Tang Poems>. 
With this method, we obtained a testing set of 2050 poems 
with 6150 sentences pairs. Each poem has 3 sentence pairs 
to be evaluated, the first-second, second-third, and third-
fourth pairs. Results are shown in the following sections. 
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BLEU vs. Human Evaluation 
To the best of our knowledge, there is no previous work 
about poetry evaluation with the BLEU metric. In order to 
prove its soundness, we need to conduct human 
evaluations on poems and compare them with the BLEU 
results. 

Score/ 
Criteria Fluency Rhyme Coherence Meaning 

3 Totally fluent Meet all Good Good 

2 Fluent Meet 
most 

More or 
less 

Has some 
meaning 

1 Not fluent Not meet Not good not 
meaningful 

Table 2 The criteria of sentence evaluation 
A clear criterion is necessary for human evaluation. In the 
books on poem generation, such as (Wang, 2002), the 
criteria for evaluating poems are discussed. Based on these 
books, we formed four simple criteria:  “Fluency”, 
“Rhyme”, “Coherence”, and “Meaning”, as shown in Table 
2, which the human annotators can easily follow. The 
annotator only needs to assign different scores according to 
the four criteria. After that, the score of each sentence is 
calculated by summing up the four separate scores. 
According to the obtained sentence-score, a sentence’s 
quality is classified into three grades: A, B and C, with A 
standing for the best quality, B the middle and C the worst. 
Grades A, B and C are given if the sentence-score is at 
least 10, in range [7,9], and in range [4,6], respectively. 
Then the system-scores of different systems can be 
calculated by summing up all grades by letting A=3, B=2 
and C=1. For example, the “Basic SMT” has 11 sentences 
with Grade A, 26 sentences with Grade B and 23 sentences 
with Grade C, thus its system-score is 3*11+2*26+1*23 = 
108. 
The human evaluation are done over 20 5-char quatrains 
and 20 7-char quatrains with 120 sentence pairs because its 
time cost is much larger than automatic evaluation. We 
asked two human judges who are experts in traditional 
Chinese poems to give scores to the 20 5-char quatrains 
and 20 7-char quatrains. About 80% of the scores of the 
testing set are the same as the two judges. We got an 
average score for the non-consistent ones. 
Systems 7 char quatrain 5 char quatrain 

A B C Score A B C Score 
Sys 1/50 5 21 34 91 2 16 42 80 
Sys 1/10 7 25 28 99 9 25 26 103 
Sys Basic 
(whole data) 

11 26 23 108 11 24 25 106 

+Sys
Position 

14 26 20 114 9 31 20 109 

+Sys
Coherence 

17 26 17 120 12 30 18 114 

Table 3 Human evaluation of different systems 
Systems 7 char quatrain 5 char quatrain 

Average BLEU Average BLEU 
Sys 1/50 0.322 0.109 
Sys 1/10 0.352 0.130 
Sys Basic(whole data)  0.368 0.134 
+Sys Position 0.371 0.139 
+Sys Coherence 0.380 0.141 

Table 4 BLEU evaluation of different systems 
We evaluated the five systems, three systems have the 
same model but different training data and two advanced 
systems are added new features, to see whether BLEU is 
well-correlated with human judgments. BLEU evaluation 
is conducted on the same data set of 40 quatrains. The high 
correlation coefficients of 0.95 in the 7-char quatrain and 
0.97 for the 5-char quatrain indicate that BLEU can track 
human judgment in poetry generation as well as in 
machine translation. To illustrate our result, we show a 
linear regression of the human evaluation scores as a 
function of the BLEU score over 7-char and 5-char 
quatrains; see Figures 1 and 2. 

 
Figure 1 BLEU predicts human judgment in 7 char quatrains 

 
Figure 2 BLEU predicts human judgment in 5 char quatrain 

BLEU Results of Our Systems 
BLEU is proved to be reasonable for poem evaluation. In 
addition for the evaluation, another usage of BLEU is to 
consider it as the criteria for MERT training for weights of 
different features in the SMT approach and weights of 
different translation models and language models in our 
advanced approach in Section 5 and Section 6. We use 
MERT training to train the weights in formulas (1) (2) and 
(4). Our training data set for the BLEU metric contains 
2000 classical Chinese poems different from the testing set 
chosen from <Tang Poems>, half of which are 7-char 
quatrains and other half are 5-char.  
Our testing data set for the BLEU metric contains 2050 
classical Chinese quatrain poems (with 6150 sentence pairs) 
that are randomly chosen from the most famous Chinese 
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poetry anthology <Tang Poems> except the ones in the 
training set. Half of them are 5-char quatrains and the other 
half are 7-char quatrains. Each poem has 3 sentence pairs 
to be tested and evaluated, namely the first-second, second-
third, and third-fourth pairs. From Tables 5 and 6, we can 
see that adding the position-sensitive translation models 
increases the BLEU score from 0.137 to 0.139 for the 5-
char quatrain and from 0.368 to 0.371 for the 7-char 
quatrain, respectively. With further investigation, we find 
that the poems generated by adding the position-sensitive 
translation models have better semantic structure than the 
basic SMT approach. 
Moreover, we added both position-sensitive models and 
the coherence model to the basic system. We observe that 
the BLEU score of a 7-char quatrain increases from 0.371 
to 0.380 while that of a 5-char quatrain increases from 
0.139 to 0.141, which shows that the coherence model 
works well. 
Human evaluations are done over a small set of 40 samples 
from testing data set and the scores are increasing with the 
advanced models added. See Table 7. 
Systems 1 2 2 3 3 4 Average 
Sys Basic  0.360 0.316 0.429 0.368 
+Sys Position 0.346 0.309 0.459 0.371 
+Sys Coherence 0.346 0.323 0.470 0.380 

Table 5 The BLEU scores of 7 char quatrain 
Cases 1 2 2 3 3 4 Average 
Sys Basic  0.137 0.107 0.158 0.134 
+Sys Position 0.146 0.106 0.165 0.139 
+Sys Coherence 0.146 0.109 0.167 0.141 

Table 6 The BLEU scores of 5 char quatrain 
Systems 7 char quatrain 5 char quatrain 

A B C Score A B C Score 
Sys Basic  11 26 23 108 11 24 25 106 
+Sys Position 14 26 20 114 9 31 20 109 
+Sys Coherence 17 26 17 120 12 30 18 114 

Table 7 Human evaluation over 40 sample poems 
As an illustration of the quality of the generated quatrains, 
a 5-char quatrain generated by the advanced SMT 
approach accepting three keywords “  (spring), “

 (lute), “  (drunk) is shown below. 
(- + - - +)  With two eyes, watching the autumn river 

(- + - - -) With one hand, playing the springtime lute 

(- + - - +) With song done and lute exhausted 

(- - + + -) I drunkenly fall into a dream 

Conclusion and Future Work 
Poetry generation is a difficult problem in the field of text 
generation. We propose a novel approach combining a 
statistical machine translation model with an ancient poetic 
phrase taxonomy to generate the Chinese quatrain. 

According to the evaluation of the generated poems, our 
method achieves impressive results. As the SMT model we 
applied is data driven, our method is language independent 
which means it can be extended to poetry-generation in 
other languages if the poetry data is readily available at 
enough scale. The application system can also be improved 
to be interactive with human in the poem-generating 
process. We have many issues worth further investigation. 
Both our template based generation of the first sentence in 
Section 4 and the generalization of references in Section 
7.2 are based on the taxonomy <ShiXueHanYing>. As a 
poem dictionary collected by human experts in Qing 
Dynasty, its coverage is very limited and many words are 
not used now. As a future exploration, we want to reinforce 
this taxonomy by automatic mining synonyms and 
associated words, and by learning new concepts from large 
corpus to improve the current keyword set of 
<ShiXueHanYing>. We are also interested in extending 
our methods to English poem generalization. 
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