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Abstract

We present a clustered personal classifier method (CPC
method) that jointly estimates a classifier and clusters
of workers in order to address the learning from crowds
problem. Crowdsourcing allows us to create a large but
low-quality data set at very low cost. The learning from
crowds problem is to learn a classifier from such a low-
quality data set. From some observations, we notice that
workers form clusters according to their abilities. Al-
though such a fact was pointed out several times, no
method has applied it to the learning from crowds prob-
lem. We propose a CPC method that utilizes the clusters
of the workers to improve the performance of the ob-
tained classifier, where both the classifier and the clus-
ters of the workers are estimated. The proposed method
has two advantages. One is that it realizes robust esti-
mation of the classifier because it utilizes prior knowl-
edge about the workers that they tend to form clusters.
The other is that we can obtain the clusters of the work-
ers, which help us analyze the properties of the work-
ers. Experimental results on synthetic and real data sets
indicate that the proposed method can estimate the clas-
sifier robustly. In addition, clustering workers is shown
to work well. Especially in the real data set, an outlier
worker was found by applying the proposed method.

Introduction
Crowdsourcing enables us to outsource tasks to a large num-
ber of anonymous workers. The strength of crowdsourcing
is that it allows us to process large quantities of tasks that
need human intelligence to complete. In machine learning,
computer vision, and natural language processing, it is used
to collect labels for instances, which are used as a training
set in supervised learning. However, it is often found that
the quality of the data obtained in crowdsourcing (which we
call crowd-generated data) is unknown due to the anonymity
of the workers and is sometimes quite low. In the worst
case, some workers called spammers give completely non-
informative labels to earn easy money. Therefore, to make
full use of crowdsourcing, we have to take into account of
the quality of the data. In this paper, we deal with a prob-
lem setting called a learning from crowds problem, where
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we seek to learn a target classifier that predicts the true la-
bels from the crowd-generated data.

There are two types of approaches to the learning from
crowds problem. One is an indirect approach where first the
true labels are estimated from the crowd-generated data and
then the target classifier is obtained by using a standard su-
pervised learning method. The other is a direct approach
where the target classifier is learnt directly from the data. In
the indirect approach, estimation of the true labels consists
of two steps. The first step is to collect multiple labels for
each instance, which is called a repeated labeling (Sheng,
Provost, and Ipeirotis 2008). The second step is to aggregate
the labels to estimate the true labels using such as a latent
class method (LC method) (Dawid and Skene 1979). The LC
method employs a latent class model (LC model), where a
labeling process is modeled with ability parameters of work-
ers and it estimates the true labels through inference of the
model. Other than the LC model, there have been proposed
many models for a labeling process, which take in complex
models of workers (Welinder et al. 2010) and incorporate
other factors such as task-difficulty (Whitehill et al. 2009).
On the other hand, the direct approach addresses the learn-
ing from crowds problem in one step. By introducing the
target classifier into a model of a labeling process, we can
estimate the classifier just by inferring the model. Raykar
et al. (2010) first proposed a direct approach by introducing
the target classifier into the LC method. Kajino, Tsuboi, and
Kashima (2012) proposed a personal classifier method (PC
method) where each worker is modeled as a classifier (called
a personal classifier) and the target classifier is obtained by
aggregating these classifiers.

In both types of approaches, devising the model of work-
ers is important to address the problem. Modeling various
properties of workers can improve the performance of esti-
mation and allows us to give insight into anonymous work-
ers and help us understand the crowd-workers. In this paper,
we focus on a “clusters of workers” property and propose a
direct approach method called clustered personal classifier
method (CPC method) based on the PC method. To the best
of our knowledge, the proposed method is the first method
to take into account of the clusters of workers, which dis-
tinguishes the proposed method from the existing methods.
First, we discuss the cluster property of workers and then
briefly introduce the CPC method.
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We first discuss that there are workers with similar and
dissimilar expertise, which can be represented as clusters
of workers. The simplest example is a spammer, who gives
the same labels to all the instances or gives totally random
labels. It is possible to cluster workers into spammers and
non-spammers. Another example is given in the paper by
Welinder et al. (2010) who sought to improve the quality
of the estimated labels and provide insight into the proper-
ties of workers, similar to our work. They introduced a la-
tent feature space and each worker was modeled as a latent
classifier. In the analysis on a real data set, they observed
that workers formed three visible clusters according to their
expertise, as shown in Fig. 6 in their paper. These exam-
ples clearly show that there are similar and dissimilar work-
ers. Exploiting the information of similarity and dissimilar-
ity can improve the quality of the target classifier and can be
one method to analyze anonymous workers.

Based on this idea, we propose a CPC method that jointly
learns a classifier and clusters of workers from crowd-
generated data. Our method is the first one that clusters
workers in crowdsourcing, which is the main feature of this
work. This can be used in two ways: estimation of the tar-
get classifier and analysis of the workers. A key technique
is a clustering regularization that induces similar workers
into one clustered worker. Since the clustering regulariza-
tion term is a convex function, the parameter estimation is
formulated as a convex optimization problem, and therefore
a global optimum can be obtained.

We conducted experiments using both synthetic and real
data sets. In experiments using synthetic data sets, we stud-
ied the conditions under which the CPC method can estimate
reasonable clusters of workers. Then we compared the CPC
method with other competing methods for the learning from
crowds problem to show that the CPC method can robustly
estimate the target classifier. In the experiment using a real
data set, we examined the performance of the CPC method
and analyzed the workers using the CPC method to find an
outlier worker. These experimental results suggest that the
CPC method works well in both usages.

Problem Setting and Notation
Let us introduce some notation and define the learning from
crowds problem. We assume that there are I instances and
each instance is indexed by i ∈ I(= {1, . . . , I}) where I is
the set of all of the instances. Each instance i is associated
with its feature vector xi ∈ RD and is assumed to have the
ground truth label yi ∈ {0, 1}, which is unobservable. We
denote the set of feature vectors as X = {xi | i ∈ I}.
We also assume that there are J workers and each worker
j ∈ J (= {1, . . . , J}) gave a noisy label yij to instance i
where J is the set of all of the workers. Let Ij ⊆ I be the
set of the instances that worker j labeled, let Ji ⊆ J be the
set of the workers who gave labels to instance i, and let Y be
the set of all the labels acquired by using crowdsourcing.

Our goal is to estimate a binary classifier that will output
the true labels given (X ,Y) as a training set. We call such
a classifier the target classifier. For simplicity, we focus on
the binary classification problem in this paper. However, the

proposed approach can be applied to more general cases,
including multi-class classification and regression problems.

Proposed Method
The proposed method is formulated based on the PC
method (Kajino, Tsuboi, and Kashima 2012). We first re-
view the PC method and introduce the proposed method and
the algorithm. Our contribution is to introduce a clustering
regularization that induces similar workers to be clustered.

Review of the Personal Classifier Method
The PC method is to estimate the target classifier by infer-
ring the personal classifier model. We first review the per-
sonal classifier model. The target classifier is modeled as a
logistic regression model

p(yi = 1 | xi,w0) = σ(w>0 xi)(= (1 + e−w
>
0 xi)−1), (1)

where the parameter w0 ∈ RD is assigned a prior distribu-
tion as p(w0 | η) = N (0D, η

−1ID), where N (µ,Σ) is a
normal distribution with the mean vector µ ∈ RD and the
covariance matrix Σ ∈ RD×D, 0D is the D-dimensional
zero vector, ID is the D-dimensional identity matrix, and
η > 0 is a hyperparameter. Each worker j has a classifier
parameter wj ∈ RD and is modeled as a logistic regression
model p(yij = 1 | xi,wj) = σ(w>j xi). The classifiers are
assumed to be related to the target classifier as

wj = w0 + cj , cj
i.i.d.∼ N (0D, λ

−1ID),

where λ > 0 is a hyperparameter, and cj models differences
in the characteristics of the workers.

The model parameters w0 and W = {wj | j ∈ J } are
estimated by using the maximum-a-posteriori (MAP) esti-
mators. The MAP estimators of w0 and W are obtained by
solving the convex optimization problem

min
w0,W

L(W) +
λ

2

J∑
j=1

‖wj −w0‖2 +
η

2
‖w0‖2, (2)

where let L(W) = −
∑J
j=1

∑
i∈Ij [yij log σ(w>j xi)+(1−

yij) log(1− σ(w>j xi))], and let ‖ · ‖ denotes the `2 norm.

Clustered Personal Classifier (CPC) Method
We propose a CPC method based on the PC method. To
find clusters among the workers, we use a convex cluster-
ing penalty (Pelckmans et al. 2005; Hocking et al. 2011) as
a regularizer. The convex clustering penalty is written as

Ω(w0,W) =
∑

(j,k)∈K

mjk‖wj −wk‖, (3)

where let K = {(j, k) | 0 ≤ j < k ≤ J}, and let mjk >
0 be hyperparameters1. By substituting the second term in
Eq. (2) by Ω, we obtain

min
w0,W

L(W) + µΩ(w0,W) +
η

2
‖w0‖2, (4)

1We set mjk = 1/J for all (j, k) ∈ K.
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Algorithm 1 Optimization algorithm for Problem (4)
input: µ, {mjk | (j, k) ∈ K}, η, ρ, and (X ,Y).
output: w0 and W.

1: initialize wj = 0 for all j ∈ J ∪ {0} and ujk = φjk =
0 for all (j, k) ∈ K.

2: repeat
3: (w0,W)← arg min

w0,W
Lρ(w0,W,U; Φ).

4: vjk ← ρ(wj −wk)− φjk for all (j, k) ∈ K.

5: ujk ← max
(

0,
‖vjk‖−µmjk

ρ‖vjk‖

)
vjk for all (j, k) ∈ K.

6: φjk ← φjk+ρ(ujk− (wj−wk)) for all (j, k) ∈ K.
7: until the objective function converges.

where µ > 0 is a hyperparameter that controls the strength
of clustering. If µ is large, then the personal classifiers tend
to be fused. Solving the convex optimization problem (4) al-
lows us to jointly learn the target classifier and the clusters
of workers. The target classifier can be obtained because the
regularizer Ω defines the relation among the target classifier
and the personal classifiers. The clusters can be obtained be-
cause if µ is appropriately large, some of the terms in Eq. (3)
become 0, that is wj = wk for some (j, k) ∈ K, in the same
way as in the group lasso (Yuan and Lin 2006). In this pa-
per, we define worker j and worker k as being in the same
cluster if and only if wj = wk holds.

Two Usages of the CPC Method
The proposed method has two usages: estimation of the tar-
get classifier and clustering workers. Estimation of the target
classifier is performed by solving Problem (4), which can be
done by applying Algorithm 1 described below. The clusters
of workers can be found in a hierarchical clustering manner
by iteratively solving Problem (4) varying the parameter µ
from 0 to arbitrarily large when all of the personal classi-
fiers fuse into one. The result of clustering is obtained as a
pseudo-dendrogram as shown in Fig. 4. The reason for the
prefix “pseudo” is that the obtained graph is not a tree.

Algorithm
We devise an efficient algorithm for solving Problem (4)
based on the Alternating Direction Method of Multipli-
ers (ADMM) (Gabay and Mercier 1976; Boyd et al. 2010).
The algorithm is shown in Algorithm 1. Intuitively, the algo-
rithm updates the parameters gradually tightening the con-
straint equations. We provide the detailed derivation of the
algorithm below.

We first introduce a new variable ujk = wj − wk for
all (j, k) ∈ K to make the non-differentiable terms separa-
ble and let U = {ujk}(j,k)∈K. Problem (4) is equivalently
written as

min
w0,W,U

L(W) + µ
∑

(j,k)∈K

mjk‖ujk‖+
η

2
‖w0‖2 (5)

s.t. ujk = wj −wk, ∀(j, k) ∈ K.
The augmented Lagrangian Lρ for the constrained optimiza-
tion problem (5) is written as

Lρ(w0,W,U; Φ)

=L(W) + µ
∑

(j,k)∈K

mjk‖ujk‖+
η

2
‖w0‖2

+
∑

(j,k)∈K

φ>jk(ujk − (wj −wk))

+
ρ

2

∑
(j,k)∈K

‖ujk − (wj −wk)‖2,

where let Φ = {φjk ∈ RD}(j,k)∈K be the set of the La-
grangian multipliers, and let ρ be a positive constant. We
repeat three update, each with respect to (w0,W), U, and
Φ cyclically until convergence. The detailed update rules are
described below. Let t (≥ 0) denote the number of iterations.

(i) Update (w
(t+1)
0 ,W(t+1)) given U(t) and Φ(t).

Given U(t) and Φ(t), (w
(t+1)
0 ,W(t+1)) are updated as

(w
(t+1)
0 ,W(t+1)) = arg min

w0,W
Lρ(w0,W,U(t); Φ(t)).

(6)

Because Lρ is differentiable and convex with respect to
w0 and W, the optimum can be obtained by using the
L-BFGS algorithm (Byrd et al. 1995).

(ii) Update U(t+1) given (w
(t+1)
0 ,W(t+1)) and Φ(t).

Given (w
(t+1)
0 ,W(t+1)) and Φ(t), U(t+1) is updated as

U(t+1) = arg min
U
Lρ(w(t+1)

0 ,W(t+1),U; Φ(t)).

u
(t+1)
jk can be calculated independently for each (j, k) ∈
K because the objective function is separable with respect
to U. The subdifferential ofLρ with respect to ujk is writ-
ten as

∂ujk
Lρ(w(t+1)

0 ,W(t+1),U; Φ(t))

=µmjk∂ujk
‖ujk‖+ φ

(t)
jk + ρ(ujk −w

(t+1)
j + w

(t+1)
k ),

where ∂xf(x) denotes the subdifferential of a function f
with respect to x. Considering the optimal condition is

0 ∈ ∂ujk
Lρ(w(t+1)

0 ,W(t+1),U; Φ(t)),

we can obtain u
(t+1)
jk in a closed form,

u
(t+1)
jk = max

(
0,
‖vjk‖ − µmjk

ρ‖vjk‖

)
vjk, (7)

where we denote vjk = ρ(w
(t+1)
j −w

(t+1)
k )− φ

(t)
jk .

(iii) Update Φ(t+1) given (w
(t+1)
0 ,W(t+1)) and U(t+1).

Following the rule of the ADMM, Φ(t+1) is updated as

φ
(t+1)
jk = φ

(t)
jk + ρ(u

(t+1)
jk − (w

(t+1)
j −w

(t+1)
k )). (8)

By cyclically repeating the update rules (6), (7), and (8) as
shown in Algorithm 1 until convergence, we obtain the op-
timum for Problem (4). The convergence proof can be given
in the same way as the proof for the ADMM (Gabay and
Mercier 1976).
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Discussions
Computational Complexity. Space complexity of Algo-
rithm 1 is O(J(dJ + I)) and time complexity of each step
of Algorithm 1 is O(dJ2) except for the update (6). These
complexities are larger than those of the PC method, where
space complexity is O(J(d + I)) and time complexity is
smaller than that of the update (6).

Selecting Hyperparameters. Generally, it is difficult to
select hyperparameters of any method for the learning from
crowds problem because the true labels are not used in a
learning phase, and we cannot apply the standard cross-
validation technique. In this paper, we employ a heuristic
criterion where the hyperparameters are selected that per-
form the best in a small-sized test set created by experts.
Although this heuristics can cause the over-fitting problem,
it helps us to tune the parameters more or less. We leave a
theoretically guaranteed criterion as future work.

Experiments
We evaluated the CPC method using synthetic and real data
sets. First, we used synthetic data sets to examine the proper-
ties of the clustering regularization and the conditions under
which the CPC method worked well. Then we used a real
data set to evaluate the performance.

Competing Methods
We used the following four methods as competing methods.

(i) Majority Voting (MV) Method. Given crowd-
generated labels Y , yi is estimated using majority voting as

yi =


1 if

∑
j∈Ji

yij > |Ji|/2,
0 if

∑
j∈Ji

yij < |Ji|/2,
random otherwise.

The target classifier is modeled as a logistic regression
model and is estimated by maximizing the likelihood func-
tion given (X , {yi}i∈I) as a training set.

(ii) All-in-One-Classifier (AOC) Method. This considers
(X ,Y) as a training set for one logistic regression model.
In other words, we ignore the worker IDs and use all of the
labels to learn the target classifier. Note that the CPC method
is the same as the AOC method when µ is large enough to
fuse all the parameters.

(iii) Latent Class (LC) Method (Raykar et al. 2010).
The target classifier is assumed to be a logistic regression
model and a labeling process of each worker is modeled as
a two-coin model:

αj = p(yij = 1 | yi = 1), βj = p(yij = 0 | yi = 0).

The target classifier can be estimated by the EM algorithm.

(iv) Personal Classifier (PC) Method. The detailed de-
scription appeared in the previous section.

Table 1: Parameters of two synthetic data sets. Each column
shows the parameter of workers in a corresponding cluster.

pj wj

Jg Jb Jg Jb
Spam pJg (> 0.5) 0.5 w0

Corrupt pJ (> 0.5) w0 wJb

Experiment 1: Properties
We used synthetic data sets to see the properties of the
CPC method. In the experiments Clustering, we examined
the conditions under which the CPC method could esti-
mate clusters of workers. In the experiments Comparison,
we compared the CPC method with the competing methods
to see the advantages and disadvantages of the CPC method.

Synthetic Data Sets. We used two synthetic data sets: a
Spam Data Set and a Corrupt Data Set. Both simulate a sit-
uation in which workers form one good cluster Jg (⊆ J )
and one bad cluster Jb (= J \Jg). A Spam Data Set sim-
ulates spammers who give random labels and experts who
give reliable labels. A Corrupt Data Set simulates two clus-
ters of the workers that have different abilities. The differ-
ence from the Spam Data Set is that even the bad workers
can give slightly informative labels.

We generated both data sets based on the following model
that was a combination of the LC model and the PC model.
Each worker j ∈ J is assumed to have an ability parameter
pj ∈ [0, 1] and a classifier parameter wj ∈ RD and gives
labels as

yij =

{
1w>

j xi>0 with probability pj ,

1− 1w>
j xi>0 with probability 1− pj ,

where 1condition = 1 if the condition holds, and 1condition =
0 otherwise. We simulate clusters of workers by assuming
that workers in the same cluster have the same parameters.
Based on this model, we define both data sets as shown in
Table 12. In the Corrupt Data Set, the bad workers have a
corrupted classifier parameter wJb

where some elements of
wJb

are the same as those of w0 while the others are 0.
For example, if wJg = [1 1]>, then the corrupted classi-
fier parameter may be wJb

= [1 0]>. This means that the
bad workers dismiss the differences in the second dimen-
sion while the good workers can distinguish objects using
all dimensions.

For a test set, we generated 10, 000 instances, and the true
labels were generated as

yi = 1w>
0 xi>0.

{xi}i∈I were sampled from the uniform distribution
U([−10, 10)D), and we assumed |Ij | = I for all j ∈ J .

Settings and Results. We conducted two experiments to
investigate the properties of the clustering regularization.
The detailed experimental settings are shown in Table 2
where let 1D ∈ RD be the vector whose elements are 1.

2We abuse notation to write pJb = pj (j ∈ Jb) etc.
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Figure 1: The estimated w0 (a bold black line) and wj (a blue solid line for an expert and a red dotted line for a spammer) of
the CPC method on the Spam Data Sets with different parameters, (pJg

, r) = (0.6, 0.3), (0.8, 0.3), (0.8, 0.7) from the left to
the right figure. The x and y-axis correspond to the first and the second dimension of wj and the z-axis to µ.

Table 2: Experimental settings. Each row explains the parameters of the data set used in each experiment.

Experiments Data Set D J I r wJg
wJb

pJg
pJb

Result

Spam 2 20 100 0.3 [1 0]> 0.6 0.5 Fig. 1 (left)
Clustering Spam 2 20 100 0.3 [1 0]> 0.8 0.5 Fig. 1 (mid)

Spam 2 20 100 0.7 [1 0]> 0.8 0.5 Fig. 1 (right)
Spam 2 10 10 0 to 1.0 by 0.1 [1 0]> 0.8 0.5 Fig. 2 (left)

Comparison Corrupt 2 10 10 0 to 1.0 by 0.1 [1 1]> [1 0]> 0.8 Fig. 2 (right)
Spam 10 10 10 0 to 1.0 by 0.1 [1>5 0>5 ]> 0.8 0.5 Fig. 3 (left)

Corrupt 10 10 10 0 to 1.0 by 0.1 [1>5 1>5 ]> [1>5 0>5 ]> 0.8 Fig. 3 (right)

(i) Clustering. We examined the conditions of the
data sets under which we could get reasonable clus-
ters. We generated Spam Data Sets with (pJg

, r) =
(0.6, 0.3), (0.8, 0.3), (0.8, 0.7) where let r = |Jb|/J and
obtained a pseudo-dendrogram by repeatedly estimating the
model parameters by increasing µ from 0 to 200 by 10.

The estimated {wj}Jj=0 are shown in Fig. 1. First, the re-
sult of (pJg

, r) = (0.8, 0.3) (Fig. 1, (mid)) shows that as
we increase µ, the parameters of the experts and w0 fuse
around µ = 50, and those of the spammers gradually join
the cluster around µ = 100. This cannot be observed when
(pJg , r) = (0.6, 0.3) (Fig. 1, (left)). This suggests that if
pJg is small, it is difficult to distinguish between experts and
spammers, and hence clustering fails. Second, by comparing
the result of (pJg

, r) = (0.8, 0.3) (Fig. 1, (mid)) with that
of (pJg

, r) = (0.8, 0.7) (Fig. 1, (right)), we notice that if
r is small, w0 is fused with the parameters of the experts
and if r is big, w0 is fused with those of the spammers. This
suggests that if r is big, the CPC method will not work well.
From these, we can conclude that if pJg is big and r is small,
a reasonable clustering result will be obtained. Note that this
condition will not be hard in reality.

(ii) Comparison. We show that the CPC method is more
robust than the PC method. As we show later, the PC method
does not work well in the case of a high-dimensional fea-

ture space because it is difficult to estimate personal clas-
sifiers. Therefore we examined whether the CPC method
could work even in the high-dimensional case. First, we ex-
amined the case when D = 2. Then we increased D to 10
to make unfavorable data sets to the PC method. We gen-
erated training and test data sets with parameters as shown
in Table 2, estimated classifiers using all the methods, and
calculated the AUCs of the ROC curves. This procedure was
repeated 50 times to obtain the means of the AUCs. We set
η = 1.0 for all of the methods to make the comparison and
analysis easier. However, this is not unfair because we assign
the same prior knowledge to w0.

First, we study the results of D = 2 (Fig. 2). If r < 0.5,
the AUCs of all of the methods are similar. If r > 0.5, the
ranking by their AUCs is CPC=PC=AOC>LC=MV. Then
we study the results ofD = 10 (Fig. 3). The ranking by their
AUCs is roughly LC=MV>CPC=PC>AOC. This is be-
cause in the high-dimensional case, the number of the model
parameters of the PC and CPC method is much larger than
that of the other methods, and it is difficult to estimate the
personal classifiers. However, the CPC method was always
better than the PC method, and in the experiment using a
Corrupt Data Set (Fig. 3 (right)), if r > 0.5, the AUCs of
the PC and CPC method are comparable to those of the MV
method and higher than those of the LC method.

From these, we conclude that the CPC method performs
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Figure 2: AUC comparison on 2-dimensional data sets vary-
ing r from 0 to 1 in steps of 0.1. The data sets are (left) a
Spam Data Set and (right) a Corrupt Data Set.
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Figure 3: AUC comparison on 10-dimensional data sets
varying r from 0 to 1 in steps of 0.1. The data sets are (left)
a Spam Data Set and (right) a Corrupt Data Set.

better than the PC method even if it is difficult to estimate
personal classifiers, and performs as good as the PC method
and better than other methods if it is easy to estimate them.

Experiment 2: Performance
We used a real data set to see the performances.

Real Data Set. We used a data set for a Named Entity
Recognition (NER) task, which aimed at identifying the
names of persons, organizations, locations, and similar enti-
ties in sentences. Finin et al. (2010) created a Twitter data set
where each token in a tweet (a message on Twitter) was la-
beled by workers of the AMT. Unlike the standard NER data
sets, the segment boundaries of each entity were not given.
Therefore we considered the task as a binary classification
problem to identify whether each token was in a named en-
tity or not. We omitted the named entity labels for the user-
names3 in the same way as Ritter, Clark, and Etzioni (2011),
because it was too easy to identify them. The training set
consists of 17, 747 tokens. Each token was labeled by two
workers and 42 workers gave labels. The feature represen-
tation for each token was the same as Ritter, Clark, and Et-
zioni (2011). To reduce the dimensionality, we selected the
features that appeared more than once in the training set,
and thus obtained 161, 901-dimensional sparse feature vec-
tors. The test set consists of 8, 107 tokens that have ground
truth labels.

Settings and Results. Classifiers were trained using the
training set and evaluated by calculating precision, recall,

3The @ symbol followed by the unique username is used to
refer to an other user in Twitter.

Table 3: Performance comparisons on the real data set.
Precision Recall F-measure

CPC Method 0.647 0.716 0.680

PC Method 0.637 0.721 0.677

LC Method 0.625 0.732 0.675

AOC Method 0.680 0.670 0.675

MV Method 0.686 0.651 0.668

and the F-measure on the test set. For each method, hyper-
parameters were selected using the F-measure.

The results are shown in Table 3. First, the F-measure
shows that the CPC method is better than the other meth-
ods. Second, when the CPC method is compared with the
PC method and the AOC method, the ranking by their pre-
cision is AOC>CPC>PC, whereas that by their recall is
PC>CPC>AOC. These reflect the fact that the CPC method
has an intermediate regularization of the PC method and the
AOC method. Therefore we can conclude that this formula-
tion helps to improve the precision-recall tradeoff. The im-
provement seems to be small, but this result is acceptable
considering the fact that the performances of the PC method
and the CPC method are worse than those of other methods
when the feature space is high-dimensional (see Experiment
1, Comparison). Although combining dimension reduction
methods may improve the performance of the CPC method,
such methods are out of our scope, and we leave them as
future work.

We also plotted a pseudo-dendrogram in Fig. 4. This
shows that clustering here is not an exact hierarchical clus-
tering because the clusters sometimes split as we increase µ.
We can see that w0 does not join the clusters if µ < 200,
which suggests that the abilities of the workers are diverse,
and there are several clusters with much different parame-
ters, which is partly because the task is difficult. In addition,
we found an outlier worker (worker 30) who did not join the
other clusters when µ < 250. He had low precision and high
recall (0.454 and 0.857 on µ = 10) although the others had
well-balanced precision and recall like the result shown in
Table 3. This shows that the CPC method can also be used
as a method to analyze workers.

Related Work
This paper is related to two research areas: crowdsourcing
and a sparsity-inducing regularization.

Crowdsourcing
After several crowdsourcing systems were launched, many
researchers have done research on it. Although diverse prob-
lems have been studied, the most frequent problem is a qual-
ity problem of results obtained in crowdsourcing. The most
promising approach for this is a statistical one that cleans up
a low-quality data set. The existing methods can be classi-
fied into three based on their objectives.

Estimating True Labels. Many existing approaches dealt
with the quality control problem (Lease 2011) where a
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Figure 4: Result of clustering on the real data set. The x-axis corresponds to µ with which we estimated the model and the
y-axis to the worker ID. The target classifier is represented as Worker ID 0. The line for worker j joins that for worker k when
wj = wk holds, which implies that worker j and worker k are in the same cluster.

goal is to estimate the true labels from crowd-generated
data. Most of them were proposed based on two ideas, a
repeated labeling approach (Sheng, Provost, and Ipeirotis
2008) and the LC model (Dawid and Skene 1979). A re-
peated labeling approach assigns multiple workers to each
instance for the purpose of estimating the true labels. The
LC model is a probabilistic model to estimate the true la-
bels from multiple noisy labels considering the abilities of
the workers, which was originally proposed by Dawid and
Skene (1979) to aggregate diagnoses by multiple doctors.
Whitehill et al. (2009) introduced task-difficulty parameters.
Lin, Mausam, and Weld (2012) considered a problem where
the output space of the workers is infinitely large. Welin-
der et al. (2010) introduced a latent feature space to find not
only the true labels but richer information such as schools
of thought among the workers. Their research is related to
our research in that they found the clusters of workers in a
real data set by visual observation, but different from ours
in that they did not propose any algorithm to find the clus-
ters. Tian and Zhu (2012) also dealt with a problem of es-
timating schools of thought when there were multiple true
labels. Their research is also related to ours, but has differ-
ent settings and objectives. They aimed at finding multiple
true labels whereas we aim at finding the target classifier.

Estimating a Classifier. Some aimed at estimating the tar-
get classifier from noisy data. Raykar et al. (2010) extended
the model by Dawid and Skene to estimate a classifier. Yan
et al. (2011) introduced an active learning strategy. Dekel
and Shamir (2009) proposed a data-cleaning approach and
provided theoretical guarantees for their algorithm. Kajino,
Tsuboi, and Kashima (2012) proposed the PC method that
was different from the LC method and did not require the
repeated labeling. Although they had the same purpose with
us, none of them did not take clusters of workers into ac-
count, which distinguishes the CPC method from others.

Estimating Relationships between Data. This setting
is to estimate the relationships between data. Tamuz et
al. (2011) used crowdsourcing to construct kernel functions,
and Gomes et al. (2011) performed clustering of data like
pictures via crowdsourcing. Both approaches used crowd-
sourcing to identify the similarities between pairs of objects,
which is easy for humans but difficult for machines.

Sparsity-inducing Regularization
Since the lasso (Tibshirani 1996) was proposed, intensive
research has been conducted about sparsity-inducing regu-
larizations. This allows us to find a comprehensive model
by solving a convex optimization problem. The most related
one is the group lasso (Yuan and Lin 2006) where predefined
groups of variables are selected. This idea was employed to
formulate a hierarchical clustering in a convex form (Pelck-
mans et al. 2005; Hocking et al. 2011).

Conclusion
We introduced a clustered personal classifier method that
provided a joint estimation of the model parameters and the
clusters of workers. The experiments using synthetic data
sets showed both the advantages and disadvantages of the
proposed method, and the experiments using the real data set
showed that the proposed method worked well in a real set-
ting. By applying the proposed method, we found an outlier
worker in the real data set, which indicated that the analysis
using the proposed method was effective.
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