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Abstract

The types of web data vary in terms of information quantity
and quality. For example, some pages contain numerous texts,
whereas some others contain few texts; some web videos are
in high resolution, whereas some other web videos are in low
resolution. As a consequence, the quality of extracted features
from different web data may also vary greatly. Existing learn-
ing algorithms on web data classification usually ignore the
variations of information quality or quantity. In this paper, the
information quantity and quality of web data are described
by quality-related factors such as text length and image quan-
tity, and a new learning method is proposed to train classifiers
based on quality-related factors. The method divides training
data into subsets according to the clustering results of quality-
related factors and then trains classifiers by using a multi-
task learning strategy for each subset. Experimental results
indicate that the quality-related factors are useful in web data
classification, and the proposed method outperforms conven-
tional algorithms that do not consider information quantity
and quality.

Introduction
The Internet has become indispensable in people’s daily life.
Therefore, the need to classify and manage web data in-
creases. Although much achievement has been made in pre-
vious web data classification, and encouraging results have
been obtained, the complexity of web data is not well con-
sidered in existing studies. Web pages are designed by hu-
mans. The designers and information sources of different
pages are distinct, which results in that the types of web data,
including texts, images, and videos, are complex. The types
of web data vary in two aspects:
• Information quantity is usually distinct. Take web pages

as an example. Some pages contain many images,
whereas some pages contain few images. Some pages
contain numerous texts, whereas some other pages con-
tain few texts. This phoneme still exists for images. Some
web images have many text descriptions, whereas some
other web images have limited text descriptions. Figure 1
shows three web pages with different proportion of texts
and images. In Fig. 1(a), the page contains a number of
images and few texts; in Fig. 1(c), the page contains few
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Figure 1: Three web pages with different proportions of images
and texts.

Figure 2: Three images with different lengths of text descriptions.

images but plentiful texts. Figure 2 shows three examples
of web images with different lengthes of text descriptions.

• Information quality is usually distinct. The quality of web
images and videos is greatly affected by factors such as
the performance of capture devices and the environment.
As many web images and videos are produced by low-
quality devices, they are with low resolutions or distorted
colors. Figure 3 illustrates how videos with similar con-
tents differ in quality (e.g., resolution and color distor-
tion). It is very likely that the Fig. 3(a) video is obtained
by a low-quality camera.
Variations in information quantity and quality of web data

result in the variations of the quality of extracted features. In-
tuitively, features with different quality levels should make
unequal contributions in the final classification. For exam-
ple, in Fig. 1, image features (or text features) should make
distinct contributions in the classification of Fig. 1(a) and
Fig. 1(c) pages. Likewise, text features should make dis-
tinct contributions when classifying the three images in Fig.
2. Therefore, information quantity and quality of web data
should ideally be considered during classifier training and
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Figure 3: Two web videos with different visual quality.

classification. To our knowledge, little headway has been
made along this way in web data classification. Consider-
ing that information quantity can also be viewed as a quality
measure for web information, the factors related to both in-
formation quantity and quality are called quality-related fac-
tors. Some typical quality-related factors are the text length
of a web document, the image count in a web page, and vi-
sual quality of an web image or video. Indeed, information
quality has been explored in web information retrieval. Ben-
dersky et al. (2011) proposed a quality-biased web docu-
ment ranking algorithm based on the notion that the quality
of real web documents is usually not identical. Kumar et al.
(2011) took visual quality as an attribute in image search.

This paper proposes a new learning method which inte-
grates the quality-related factors of web data both in the
model training and in the classification of new data. The in-
tegration of quality-related factors in classification has been
investigated in biometrics (Nandakumar et al., 2008)(Poh
and Kittler, 2012). However, obvious differences exist be-
tween this work and the quality-based fusion in biomet-
rics: (1) this work focuses on learning classifiers, whereas
quality-based fusion focuses on fusion and assumes that
classifiers are given; (2) the proposed method can be used
for single-modal data, whereas quality-based fusion is de-
signed only for multi-modal data. Our work is original in
the following aspects:
• To our knowledge, this is the first time that information

quantity and quality are considered in web data classifica-
tion. Quality-related factors1, such as text length, illumi-
nation, and video quality, are used to describe the infor-
mation quantity and quality. They are used in both learn-
ing and classification in this work.

• A new quality-based learning method is proposed. The
method divides the training set into subsets according to
the clusters of quality-related factors. A multi-task learn-
ing approach is introduced to learn classifiers in each sub-
set. Both hard and soft clustering strategies are investi-
gated and two concrete algorithms (LQHC and LQSC)
are obtained.

Related Work
Two studies are closely related to this work. One is the
quality-based fusion in biometrics. The other involves clas-
sification of web data such as web pages and web images.

1It should be noted that we are not required to provide the
quality-factors manually. Instead, all the factors can be automati-
cally obtained in a similar way to feature extraction.

Recent studies on multi-modal biometrics give attention
to the quality-based fusion because the quality of biometric
data is usually negatively affected by factors such as envi-
ronment, noise, and devices (Kittler et al., 2007). Poh and
Kittler (2012) proposed a unified framework for quality-
based fusion of multi-modal biometrics. The framework
only pursues dynamic fusion strategies while quality-based
learning in this work pursues both dynamic fusion strategies
and classifier parameters.

Classifying web pages and its containing elements (e.g.,
texts, image, and videos on the web) can be used for con-
structing web directories, improving quality of search re-
sults, and filterign web content (Xu et al., 2007). A recent
survey can be found in (Qi and Davison, 2009). All existing
studies ignore the quality (and quantity) of information used
for feature extraction and successive classification. How-
ever, like biometric data, the quality also affects the feature
extraction and subsequent classification for web data.

Methodologies
To begin with, an intuitive learning algorithm is introduced
which gives more weights to the features with higher quality.
Then, its disadvantages are discussed. Finally, motivated by
this simple algorithm, a new learning method is proposed.

An intuitive algorithm
Web data classification usually employs multi-modal fea-
tures. Different modality features usually have different
quality levels. For simplicity, assume that two modalities are
present. Let Xa be the feature space for the first modal-
ity and Xv be the feature space for the second modality.
Then for the ith sample, xai and xvi are the features for the
two modalities, respectively. Each sample is associated with
two quality-related factors for the two modalities. The two
quality-related factors for the ith sample are represented by
qai ∈ [0, 1] and qvi ∈ [0, 1], respectively. A higher value
of a quality-related factor indicates a higher quality of its
corresponding features. Let Y be the output space whose el-
ements are ‘-1’ or ‘1’.

Intuitively, the higher the quality of the features from one
modality, the larger the weight of the features in the final
classifier. Assuming that the classifier is linear, then the clas-
sifier (f ) that integrates features and quality-related factors
can be represented by the following equation:

f(xi) =
qai
si

(wTa xai + ba) +
qvi
si

(wTv xvi + bv) (1)

wherewa, ba,wv , and bv are the classifier parameters for the
two types of features; si = qai + qvi.

To learn the classifier parameters wa, ba, wv , and bv , the
framework of the support vector machine (SVM) is used.
First, Eq. (1) is re-written as

f(xi) = qai

si
(wTa xai + ba) + qvi

si
(wTv xvi + bv)

= [wTa , w
T
v ]

[ qai

si
xai

qvi

si
xvi

]
+ (1− qvi

si
)ba + qvi

si
bv

= [wTa , w
T
v , wb]

 qai

si
xai

qvi

si
xvi
qvi

si

+ ba

(2)
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where wb = bv − ba. If we denote

w̄ = [wTa , w
T
v , wb]

T , x̄i = [ qai

si
xTai,

qvi

si
xTvi,

qvi

si
]T , b̄ = ba

(3)
Then, the objective function of the SVM here is defined as

min
w̄,b̄,ξi

1
2 ||w̄||+ C

N∑
i=1

ξi

s.t. ∀i : yi(w̄
T x̄i + b̄) ≥ 1− ξi, ξi > 0

(4)

where C controls the model complexity, and ξi is the slack
factor. (4) can be solved with similar techniques for the
SVM. Once w̄ and b̄ are obtained, the new feature vector
for a test sample is calculated by using Eq. (3) using its raw
features (xi) and quality-related factors(qai and qvi). The la-
bel is then achieved by using Eq. (2).

In this intuitive algorithm, the (normalized) quality-
related factors are taken as weights of the features. There-
fore, the above learning with quality weight algorithm is
called LQW. In practice, LQW suffers from three problems:

• LQW linearly combines quality-related factors and fea-
tures. However, the relationship between quality-related
factors and features may be not exactly linear. In this case,
the linear combination is inaccurate.

• LQW considers that only one quality-related factor exists
for each modality. However, the quality-related factors for
each modality may be more than one.

• LQW deals only with multi-modal features. However,
some factors affect the feature quality in some cases with
single-modality features.

The proposed method
Equation (1) can be re-written as

f(xi) = [ qai

si
wTa ,

qvi

si
wTv ]

[
xai
xvi

]
+ ( qai

si
ba + qvi

si
bv)

= wTqixi + bqi
(5)

where

wqi = [
qai
si
wTa ,

qvi
si
wTv ]T and bqi = (

qai
si
ba +

qvi
si
bv)

(6)
As shown in the above equations, for any two samples,
if their quality-related factors are similar, then their corre-
sponding classifiers (parameterized by wqi and bqi ) are also
similar. Motivated by this observation, we propose a new
method which learns a specific classifier for samples with
similar quality-related factors. First, the quality-related fac-
tors of the training samples are clustered. Then the obtained
clusters are used to divide the training samples into train-
ing subsets. This step ensures that samples within a training
subset have similar quality-related factors. Finally, samples
in each training subset are used to train a classifier.

Assuming that M clusters of quality-related factors are
obtained, for themth cluster’s corresponding training subset
(called the mth training subset), its classifier is fm(x) =
wTmx+bm. LetXm and Ym be themth training subset. Then
wm and bm are obtained by solving the following equation

Figure 4: The overall of the proposed method.

min
wm,bm

Nm∑
j=1

L(ymj , w
T
mxmj + bm) + γR(wm),xmj ∈ Xm

(7)
where R(wm) is the regularization term.

Considering that the learning tasks for wm and bm for
each training subset are similar and correlated, a multi-task
learning strategy is used to achieve all the classifiers for each
training subset. Learning multiple related tasks simultane-
ously has been shown to improve significantly the perfor-
mance relative to learning each task independently (Liu et
al., 2009). The overall of this method is shown in Fig. 4.

Let W = [w1, · · · , wM ] and B = [b1, · · · , bM ]T . The
optimization function of the multi-task feature learning for
W and B is

min
(W,B)

{
M∑
m=1

Nm∑
j=1

L(ymj , w
T
mxmj + bm) + γ ‖W‖2,1} (8)

whereNm is the number of training samples in themth clus-
ter; ymj ∈ Ym and xmj ∈ Xm. (8) can be solved with the
multi-task feature learning technique.

The above approach is based on the “hard” assignment
of a quality-related factor to clusters. Nevertheless, a “hard”
assignment does not consider cluster ambiguity (Liu et al.,
2011). To this end, a soft clustering algorithm, the Gaussian
mixture model (GMM), is used.

Assume the mth cluster of quality-related factors is mod-
eled by a Gaussian distribution with parameters πm, µm, and
Σm. An iteration strategy can be used to maximize this func-
tion and to obtain the parameters. For an input sample asso-
ciated with the quality-related factor qi, the probability that
the sample belongs to the mth cluster is

p(m|qi) =
p(m, qi)

p(qi)
=

πmN(qi|µm,Σm)
M∑
m=1

πmN(qi|µm,Σm)

(9)

For each training sample (or a test sample), we obtain a vec-
tor of conditional probabilities as follows:

Pi = (p(1|qi), · · · , p(M |qi))T (10)
As a consequence, the predicted label of a sample is

f(xi) =
M∑
m=1

Pi(m)(wTmxi+bm) = Pi
T (WTxi+B) (11)

The multi-task feature learning with the soft clustering is

min
(W,B)

{
N∑

i=1

L(yi,
M∑

m=1
Pi(m)wT

mxi +
M∑

m=1
Pi(m)bm) + γ ‖W‖2,1}

= min
W,B
{

N∑
i=1

L[yi, P
T
i (WT xi + B)] + γ ‖W‖2,1}

(12)
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When the square loss is used for (12), we define

Ω(W,B) =
N∑
i=1

(yi − PiT (WTxi +B))
2

+ γ ‖W‖2,1

(13)
Ω(W,B) is decomposed as follows:

Ω(W,B) =
N∑
i=1

{y2
i − 2yiP

T
i B + PT

i BP
T
i B − 2yiP

T
i W

T

+PT
i W

TxiP
T
i W

Txi + 2PT
i BP

T
i W

Txi}+ γ ‖W‖2,1 }
(14)

Note that PTi W
Txi is a value, then

∂Ω(W,B)
∂W

=
N∑
i=1

[
∂xT

i WPiP
T
i WT xi

∂W
+ 2

∂(PT
i B−yi)P

T
i WT xi

∂W
]

+γ
∂‖W‖2,1

∂W
(15)

We also have
∂xT

i WPiP
T
i WT xi

∂W
=

∂tr(WPiP
T
i WT xix

T
i )

∂W
= 2xix

T
i WPiP

T
i

(16)
Note that

∂Pi
TWTxi
∂W

=
∂tr(Pixi

TW )

∂W
= xiPi

T (17)

(15) becomes

∂Ω(W,B)

∂W
=

N∑
i=1

{2xix
T
i WPiP

T
i + 2(Pi

T
B − yi)xiPi

T }+ 2γDW

(18)

D is a diagonal matrix and its ith diagonal element is2

2||W (i)||2
−1

. Similarly,
∂PT

i BP
T
i B

∂B =
∂tr(BPT

i BP
T
i )

∂B = 2PiB
TPi (19)

We obtain

∂Ω(W,B)
∂B

= 2(
N∑
i=1

yiPi −
N∑
i=1

PiPi
TWTxi −

N∑
i=1

PiB
TPi)

(20)
For W , let the values of (18) be zero. We obtain

γDW+

N∑
i=1

xix
T
i WPiP

T
i =

N∑
i=1

(yi − PiTB)xiPi
T (21)

For B, let the values of (20) be zero, we obtain
N∑
i=1

yiPi −
N∑
i=1

PiPi
TWTxi −

N∑
i=1

PiB
TPi = 0 (22)

Note that PBTP = PPTB. Equation (22) becomes

B = (

N∑
i=1

PiPi
T )−1(

N∑
i=1

yiPi −
N∑
i=1

PiPi
TWTxi) (23)

Thus, a heuristic solution for W and B is proposed. In each
iteration, the values of W and B are updated using

γW (t+1) + (D(t))−1
N∑
i=1

xix
T
i W

(t+1)PiP
T
i

= (D(t))−1
N∑
i=1

(yi − PiTB(t))xiPi
T

(24)

2When W (i) = 0, the value of dii cannot be calculated. Never-
theless, it is observed from Eq. (24) that only D−1 is required.

B(t+1) = (

N∑
i=1

PiPi
T )−1(

N∑
i=1

yiPi −
N∑
i=1

PiPi
T (W (t+1))

T
xi)

(25)

OnceW is pursued, features are selected according toW .
The classifiers are then trained with the selected features.
The classifier of themth training subset is learned by solving

min
w′

m,b′m,ξi

1
2 ||w

′
m||+ C

N∑
i=1

Pi(m)ξi

s.t. ∀i : yi[w
′T
mx
′
i + b′m] ≥ 1− ξi, ξi > 0

(26)

where w′m and b′m are the classifier parameters of the mth
training subset; x′i is the new feature of xi based on the
selected features. Given that the above algorithm is based
on the clustering of quality-related factors, the algorithm is
called LQHC when the clustering is hard and LQSC when
the clustering is soft. Compared with LQW, both LQHC and
LQSC have three advantages:

• The quality-related factors are implicitly used and are not
assumed to be linear with the features. In LQW, the fac-
tors are assumed to be linear with their corresponding fea-
tures.

• The number of quality-related factors for each modality is
not limited. In LQW, the number must be one.

• The features are not required to be multi-modal. In LQW,
the features should be multi-modal.
The algorithmic steps of LQSC are summarized in Algo-

rithm 1. The The algorithmic steps of LQHC are similar and
omitted due to lack of space.

Algorithm 1 Learning (and testing) based on the soft clus-
tering for quality-related factors (LQSC)
Input: Training data (X , Y ) and associated quality-related factors
Q; a test sample xt and its quality-related factor qt, M , T .

Initialize: W (0), B(0).
Steps:
1. Cluster quality-related factors Q into M groups using GMM;
2. Calculate Pi for each training sample by using Eq. (10);
3. Learn the feature weights W by iteratively updating W and B

by using Eqs. (24) and (25) until the maximum number of itera-
tions (T ) is attained or the iteration is converged;

4. Select features according to W ;
5. LearnM classifiers with selected features for each training sub-

set by solving (26);
6. Calculate the probability vector P (qt) by using Eq. (10);
7. Calculate the new feature vector (x′t) of xt based on W ;
8. Classify x′t by using the M classifiers, P (qt), and Eq. (11);
Output: The GMM of all the M clusters of quality-related factors,

the M classifiers, and the predicted label of xt.

Experiments
Experimental setup
Two common-usedly classification algorithms, namely
SVM and random forest (RF) (Breiman, 2001), are used
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Figure 5: (a) The distribution of NIC and NWC on the cannabis
web page data set. (b) The clustering results.

as the baseline competing methods. Another intuitive al-
gorithm, which directly takes quality-related factors as ad-
ditional features, is also compared. This algorithm di-
rectly combines the features and quality-related factors
as a new feature vector for each sample, so it is called
direct concatenation. The radial basis kernel is chosen
for both SVM and LQW. The parameters C and g are
searched via five-cross validation in {0.1, 1, 10, 50, 100}
and {0.001, 0.01, 0.1, 1, 10}, respectively. For the SVM
used in LQHC and LQSC, the parameters are searched
with the same settings. For RF, only the number of trees in
{10, 50, 100, 200, 300} is changed, and other parameters are
default. Specifically, the parameter γ in LQHC and LQSC is
searched in {0.0001, 0.001, 0.01, 0.1, 1}. For the direct con-
catenation algorithm, the SVM is used. The maximum num-
ber of iterations used in LQSC is set to 20. Three measures,
namely, precision, recall, and F1, are used.

Results on cannabis web page recognition
Illicit cannabis web pages pose a negative influence on users,
especially teenagers (Wang et al., 2011). The data set con-
sisting of 4427 normal and cannabis web pages in (Wang et
al., 2011) is used. Given a web page, let Ic be its image count
and Wc be its word count. They are normalized as follows:
NIc = min(Ic/80, 1) and NWc = min(Wc/8000, 1).

The distribution of NIc and NWc of the collected pages
is shown in Fig. 5(a). Some pages contain more than 2000
words, whereas some pages contain no more than 10 words.
Some pages contain more than 50 images, whereas some
pages contain no image. Three typical pages are also shown
in Fig. 5(a). The parameters NIc and NWc are taken as the
quality-related factors3 of each page. The clustering results
with K-means for NIc and NWc are shown in Fig. 5(b). In
Fig. 5(b), the pages are divided into three clusters, namely,
image dominant (the top cluster), text dominant (the right
cluster), and mixture of images and texts. We have also ob-
served that the clusters do not have clear margins. Therefore,
using a soft clustering strategy appears more reasonable than
that using a hard strategy.

The document frequency method is used for text features.
A total of 100 words are used. Therefore, the text features for
each page are a 100-dimensional vector. A page usually con-
tains more than one image. The image features are extracted
as follows. First, the standard scale-invariant feature trans-
form (Lowe, 2004) is used for local patch description, and

3It should be noted that some other factors such as the num-
ber of hyperlinks and the image sizes can be also taken as quality-
related factors. These factors will be considered in our future work.

the bag of word model (Csurka et al., 2004) is used to con-
struct the histogram for each image. Second, all histograms
are clustered intoK subsets. All the images of each page are
allocated into K clusters, and the normalized histogram of
the numbers of images in all the K clusters is taken as the
feature vector. In the experiments, K is set to 50. Therefore,
the image features of each page consist of a 50-dimensional
vector. The text and image features of each page are con-
catenated, and a 150-dimensional feature vector is obtained.

Table 1 shows the classification results of the seven com-
peting algorithms. In both LQHC and LQSC, the number
of clusters (M ) is set as 3. All the four learning algorithms
using quality-related factors (Direct concatenation, LQW,
LQHC, and LQSC) achieve better results compared with the
other three algorithms which are based on features alone.
The F1 value of LQSC is about 4.36% higher than that
of the SVM which does not utilize quality-related factors.
To test the robustness of LQHC and LQSC, we perform
both algorithms under different numbers of clusters (M ).
The recognition results of LQHC and LQSC with the in-
creasing of M in terms of the F1 values. When M = 1,
the F1 values of both algorithms are equal. The value is
0.9051 which is higher than that of SVM. The reason is that
when M = 1, the two algorithms are identical to the ap-
proach of feature selection via l2,1-norm and SVM. When
M ≥ 3, both algorithms achieve significant better F1 val-
ues than the other algorithms. When M equals 6, the F1
values of LQHC and LQSC are 0.9511 and 0.9649, respec-
tively. The partial reason for the performance improvement
is that with the increase of M , the quality-related factors in
each training subset vary slightly and become more simi-
lar with each other. Further more, although the numbers of
samples in each training subset become smaller leading that
the corresponding classifiers may be insufficiently learned,
the multi-task learning used here alleviates this problem by
transferring knowledge among training subsets.

Table 1: The results on the cannabis web page recognition.
Precision Recall F1

SVM (only features) 0.9323 0.8563 0.8926
RF (only features) 0.9291 0.8580 0.8921
Wang et al. (2011)

(only features) 0.9211 0.8933 0.9070

Direct concatenation 0.9195 0.9001 0.9097
LQW 0.9590 0.8908 0.9234

LQHC (M = 3) 0.9676 0.8887 0.9265
LQSC (M = 3) 0.9781 0.8983 0.9365

Results on pornographic image recognition
Recently, pornographic image recognition has attracted
much attention in both academic research and industrial ap-
plication. Most existing algorithms rely on the skin features
of images. Therefore, skin detection is a key step and severs
as the basis in many previous algorithms. However, the illu-
mination of web images is very complexity. Figure 6 shows
normal images from the Internet. The top three images fea-
ture the same person. However, the skin colors change un-
der different illumination conditions. The bottom three im-
ages are captured by Phone or PC cameras and have low-
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Figure 6: Six images from the Internet.

Figure 7: (a) The distribution of the quality-related factors of the
pornographic image set and some skin patches. (b) The clusters of
the quality-related factors and the F1 values.

quality illumination conditions. Considering that skin detec-
tion plays a crucial role in existing studies, we evaluate the
quality of detected skin pixels and then apply the quality into
succeeding model training and classification.

Assessing directly the quality of extracted skin pixels for
pornographic image classification is difficult. Note that the
quality of extracted skin pixels is most affected by illumi-
nation (Hu et al., 2007). Therefore, we adopt an alternative
strategy. First, we estimate the illumination of each image.
We then cluster the illumination and sort images with similar
illumination conditions into the same cluster. Consequently,
the quality levels of detected skin pixels of the images in the
same training subset may be similar. The algorithm proposed
by Weijer et al. (2007) is applied to estimate the illumination
of an input image. The algorithm outputs the illumination
color with two quantities (wR,wB) which are taken as the
quality-related factors for an image.

The image data introduced in (Zuo et al., 2010) is applied.
The distribution of the estimated illumination is shown in
Fig. 7. The images in some areas have bad illumination con-
ditions. Figure 7(a) also shows the skin patches of some
sample images. The colors of skins with different illumina-
tion conditions vary significantly.

To explore the relationship between the classification per-
formance and illumination, we divide the data set according
to the estimated illumination. The corresponding data sub-
set for each cluster is random split into two equal parts. One
part is used for training and the other is used for testing.
The random split is repeated 10 times. A SVM classifier is
used and the average classification results are recorded. Fi-
nally, the F1 values of the different clusters’ corresponding
data subsets are obtained. Figure 7(b) shows the clustering
of quality-related factors and the F1 results. The clusters
with worse illumination have lower F1 values.The estimated illumination in this data set cannot be di-
rectly used as weights as it has two components. Therefore,
the LQW algorithm cannot be used on this data set. The skin
detection and feature extraction adapt the methods used by

Table 2: The results on the pornographic image recognition.
Precision Recall F1

SVM (only features) 0.9097 0.8920 0.9008
RF (Zuo et al., 2010)

(only features) 0.9196 0.9018 0.9106

Direct concatenation 0.9243 0.9161 0.9202
LQHC (M = 3) 0.9325 0.9144 0.9234
LQSC (M = 3) 0.9524 0.9339 0.9430

Zuo et al. (Zuo et al., 2010). Table 2 shows the classification
results of the five competing methods. In both LQHC and
LQSC, the number of clusters (M ) is set as 3. For LQHC and
LQSC, the number of clusters is set to 3. All the learning al-
gorithms using quality-related factors (Direct concatenation,
LQHC, and LQSC) still achieve better results than the oth-
ers do. The F1 value of the LQSC method is about 4.22%
higher than that of the SVM without considering informa-
tion quality. We then perform both LQHC and LQSC under
different numbers of clusters. Similar observations to those
from cannabis page recognition are obtained. Both LQHC
and LQSC show good performances.

Discussion
Several observations are obtained from the above experi-
ments. (1) The quality-related factors do improve the classi-
fication performance for web data with distinct information
quantity or quality. In both experiments, the algorithms (Di-
rect concatenation, LQW, LQHC, and LQSC) which inte-
grate the quality-related factors outperform the others with-
out integration. (2) LQHC and LQSC achieve better re-
sults than Direct concatenation and LQW which simply take
quality-related factors as additional features and weights,
repsectively. (3) LQSC outperforms LQHC on both sets. As
shown in Figs. 5(b) and 7(b), there are no clear boundary be-
tween clusters. Consequently, a soft clustering strategy ap-
pears more reasonable than a hard strategy.

Conclusions
This paper has investigated the classification problems for
web data with unequal information quantity or quality. A
new learning method has been proposed which divides the
whole training data into different subsets according to the
clustering of their associated quality-related factors, and
then learns models for each subset. Using different cluster-
ing strategies, two learning algorithms have been obtained,
namely, LQHC and LQSC. The results of two experiments
further validate the effectiveness of our proposed method. In
addition, LQSC, which employs a soft clustering strategy, is
better than LQHC which employs a hard strategy.
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