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Abstract

Recently, some recommendation methods try to im-
prove the prediction results by integrating information
from user’s multiple types of behaviors. How to model
the dependence and independence between different be-
haviors is critical for them. In this paper, we propose
a novel recommendation model, the Group-Sparse Ma-
trix Factorization (GSMF), which factorizes the rating
matrices for multiple behaviors into the user and item
latent factor space with group sparsity regularization.
It can (1) select out the different subsets of latent fac-
tors for different behaviors, addressing that users’ de-
cisions on different behaviors are determined by differ-
ent sets of factors; (2) model the dependence and in-
dependence between behaviors by learning the shared
and private factors for multiple behaviors automatically
; (3) allow the shared factors between different behav-
iors to be different, instead of all the behaviors sharing
the same set of factors. Experiments on the real-world
dataset demonstrate that our model can integrate users’
multiple types of behaviors into recommendation better,
compared with other state-of-the-arts.

1 Introduction
To deal with the information overload, recommender sys-
tems have emerged by suggesting users the potential en-
joyed items. As the most widely studied methods, Collab-
orative Filtering (CF) techniques make predictions by min-
ing users’ historical behaviors on items (Sarwar et al. 2001;
Koren 2008; Salakhutdinov and Mnih 2008). The historical
data are usually represented by a user-item rating matrix,
which is typically extremely sparse.

Matrix Factorization (MF) models (Salakhutdinov and
Mnih 2008; Koren 2008) are the state-of-the-art CF meth-
ods. Based on the premise that users’ tastes can be repre-
sented by a small number of factors, they factorize the rat-
ing matrix into two low-rank matrices that represent the la-
tent factors for users and items. In other words, they map
both users and items to a common latent factor space Rk,
where each dimension encodes a latent factor that deter-
mines users’ decisions on items. Characterizing users and
items by these latent factors, prediction can be made based
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on them. Traditionally, MF methods deal with single type of
user behavior for each recommendation task.

However, with the prevalence of massive web applica-
tions, users often have various types of behaviors on the web,
varying from providing scores for movies, joining commu-
nities, to favoring music or establishing friendships with oth-
ers. Considering simultaneously multiple behaviors of an
user may be helpful to model the user’s taste better. Re-
cently, some works have been proposed to address this is-
sue (Singh and Gordon 2008; Zhang, Cao, and Yeung 2010;
Li, Yang, and Xue 2009; Hu et al. 2013), where they at-
tempt to model the dependencies between different types
of behaviors, and transfer information between behaviors
to improve the recommendation results. Among them, the
most widely used method is Collective Matrix Factoriza-
tion (CMF) (Singh and Gordon 2008), which decomposes
the rating matrices for different types of user behaviors to-
gether, and transfers information by sharing the same user
latent factor matrix across different behaviors. Inspired by
the idea of CMF, some following works (Ma et al. 2008;
Yang et al. 2011; Krohn-Grimberghe et al. 2012) have
demonstrated that by sharing the same user latent factors
across multiple types of behaviors, better predictions can be
achieved than utilizing single type of user behavior. Never-
theless, a main issue of them is that all dimensions of the
latent factors are shared when user make decisions on dif-
ferent behaviors.

As we know, when people conduct different behaviors,
their decisions are determined by different sets of factors.
Not all the factors can be shared across different behaviors.
To explain it clearly we give a toy example in Figure 1. Sup-
posing each user is characterized by four factors, such as
profession, gender, whether he/she is an adventure enthusi-
ast and whether she/he is a romantic. When watching movie,
whether she/he likes an action movie or a love story may
be affected by factors 2, 3 and 4; when listening to music,
whether she/he likes a light music or heavy music is affected
by factors 2 and 4; when establishing friendship with others,
the decisions may be determined by factors 1 and 2. Among
these factors, some are commonly shared by multiple types
of behaviors while some are specifically private for certain
behavior. Additionally, the shared factors between each two
types of behaviors may also be different. In the literature,
however, the shared and private factors are seldom distin-
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Figure 1: A toy example where users’ decisions on different be-
haviors are affected by different sets of factors.

guished to model the independent parts of different behav-
iors, which may make improper information transferred and
harm the recommendation results.

In this paper, we propose to integrate multiple types of
user behaviors into recommendation effectively by model-
ing the shared and private factors among them. In particular,
we present a novel recommendation model, named Group-
Sparse Matrix Factorization (GSMF), which factorizes the
rating matrices for multiple behaviors into the user and item
latent factor matrices with group sparsity regularization. Ad-
dressing that users’ decisions on different behaviors are de-
termined by different sets of factors, we encourage each
type of behaviors to use a subset of the latent factors. In-
spired by the idea of group sparsity (Bengio et al. 2009;
Jia, Salzmann, and Darrell 2010; Yuan and Lin 2006), we
exploit mixed-norm regularization to induce a sparse repre-
sentation at the level of groups and thus select out the dif-
ferent subsets of the latent factors for multiple types of be-
haviors. As a consequence, for each type of behaviors, the
latent factors are factorized into shared parts which transfer
the related information with other types of behaviors, and
private parts which model the independent information of
it. Notice that, our method can learn these shared and pri-
vate factors automatically. Furthermore, it allows the shared
factors between each two types of behaviors to be different.
To our knowledge, this is the first work to investigate group
sparsity for analyzing multiple behaviors in recommenda-
tion. Experiments show that our method can achieve better
recommendation results than other state-of-the-arts.

2 Related Work
(Li, Yang, and Xue 2009) establishes a codebook which

represents the cluster-level user-item rating patterns between
two types of behaviors to transfer information. However, it is
always difficult to seek common patterns between different
behaviors with highly sparse data. (Pan et al. 2010) assumes
that the same entity has similar latent factors when partici-
pating in different activities. Thus, they learn user latent fac-
tor matrix UA from an auxiliary rating matrix first and then
generate the user latent factor matrix UT for the target be-
havior with the regularization of penalizing the divergence
between UT and UA. However, above methods cannot be
applied to the scenarios of multiple (more than two) behav-
iors as studied in this paper.

In (Berkovsky, Kuflik, and Ricci 2007) an early neigh-
borhood based method integrating users’ ratings on multiple
domains is introduced, but it can easily fail to find similar
users or items when data is very sparse. Collective Matrix
Factorization (CMF) (Singh and Gordon 2008) can address
the problem over multiple types of user behaviors by shar-
ing the same user latent factors when decomposing the rating
matrices for different behaviors. Recently, (Ma et al. 2008;
Yang et al. 2011; Krohn-Grimberghe et al. 2012) have em-
ployed CMF for recommendation in social rating networks,
where they share the same user latent factors when factor-
ing the rating matrix and social network matrix together to
transfer the dependencies between ratings and friendships.
However, when sharing the same user latent factors, they do
not distinguish the shared and private factors across different
behaviors, and therefore may make some improper informa-
tion transferred. (Zhang, Cao, and Yeung 2010) propose the
Multi-domain Collaborative Filtering (MCF) method, where
they use different user latent factor matrices for different do-
mains, and utilize the covariance matrix between user latent
factor matrices to model the relationships between domains.
In this paper, instead of sharing all the latent factors as in
CMF or sharing non of the latent factors as in MCF, we try
to transfer information among multiple types of behaviors
more effectively by modeling the shared and private latent
factors automatically with group sparsity regularization.

Incorporating group information using mixed-norm regu-
larization has been discussed in statistics and machine learn-
ing (Yuan and Lin 2006; Jenatton, Obozinski, and Bach
2009; Liu, Palatucci, and Zhang 2009; Li et al. 2012). Com-
pared to the l1-norm regularization which is well-known to
promote a sparse representation (Tibshirani 1996), mixed-
norm regularization, such as l1,2-norm, induces a sparse rep-
resentation at the level of groups. Recently, group sparsity
are widely studied in computer vision area (Bengio et al.
2009; Jia, Salzmann, and Darrell 2010). (Bengio et al. 2009)
extended sparse coding with l1,2-norm regularization to pro-
mote each category(group) to use a subset of codewords for
construction. (Nie et al. 2010) applied l1,2-norm regular-
ization to select out discriminative features across all data
points with joint sparsity. With mixed-norm regularization,
the group structure can be shared across data points and
correlated variables can be selected jointly rather than indi-
vidual variables. However, to our knowledge, algorithms of
applying group sparsity regularization to recommendation
have not been investigated before our work in this paper.

3 Proposed Algorithm
Problem Statement
Suppose that we have a set of n users u = {u1, · · · , un} and
their multiple types of behavior records. Each type of user
behavior demonstrating her/his opinions on a kind of items
can be regarded as ratings (binary or real values), thus we
have an integrated matrix consisting of multiple rating matri-
ces for different behaviors, denoted as R = {R1, · · · ,RB},
where Rb = [Rb

ij ]n⇥mb denotes the rating matrix for the bth
type of behavior. Rb

ij denotes the rating of ui on item vbj , vbj
denotes the jth item associated with the bth type of behav-
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Figure 2: The idea of GSMF. It factorizes the rating matrices for
different behaviors into user and item latent factor matrices U and
V, with group sparsity on V. The gray and white rows of Vb (b =
1, 2, 3) represent nonzero and zero values, respectively.

ior, mb is the number of items belonging to the bth type. Our
goal is to predict the missing values in each behavior matrix
Rb (b = 1, · · · , B) by effectively exploiting the information
from users’ multiple types of behaviors.

Group-Sparse Matrix Factorization
We formulate our problems on the basis of Matrix Factoriza-
tion (MF) models, which map both users and items to a com-
mon latent factor space Rk (each dimension encodes a latent
factor). Let U 2 Rk⇥n and V 2 Rk⇥m be the user and
item latent factor matrices respectively, with column vec-
tors U·i and V·j representing the k-dimensional user-specific
and item-specific latent factor vectors. Supposing users’ de-
cisions are determined by these latent factors, ratings can be
approximated by the inner product, i.e., Rij = UT

·i V·j . To
learn the U and V, many of the MF methods suggest min-
imizing the squared error between the predicted ratings and
the observed ratings, as below

f(U,V) =
nX

i=1

mX

j=1

Iij(Rij � UT
·i V·j)

2 (1)

where Iij is the indicator function which is equal to 1 if the
user ui rated the item vj and is 0 otherwise.

In our cases, for each user we have her/his multiple types
of behavior records, leading to multiple rating matrices with
the same user dimension. Based on MF, we characterize
each user by k latent factors. Our goal is to learn U and V
from these multiple rating matrices, and make recommen-
dation based on them. In our case, the columns of V are
divided into B groups as V = {V1, . . . ,VB}, where each
group is the items that belong to the same type of behavior,
and Vb 2 Rk⇥mb denotes the latent factor matrix for the
bth type of item with each column V b

·j representing the item-
specific latent factor vector for item vbj . Thus, the user ui’s
rating on item vbj is predicted as R̂b

ij = UT
·i V

b
·j .

Considering that users’ decisions on different types of be-
haviors are determined by different sets of factors, we can
not share all the latent factors across different behaviors. To
correctly account for the dependencies and independencies
between different behaviors, we cast the problem as select-
ing out the subset of latent factors that each type of behaviors
based on. Our idea can be depicted by Figure 2. Supposing
there are three types of user behavior records R1,R2,R3,

and each user is characterized by four latent factors. We ex-
pect group sparsity on each Vb (b = 1, 2, 3), that is, the
items belonging to the same type of behaviors share the same
sparsity pattern in the latent factor space (the same zero-
valued latent factor dimensions), resulting in zero-valued
rows in each Vb. Since Rb

ij is generated by UT
·i V

b
·j , the zero-

valued rows of Vb remove the influence of the correspond-
ing latent factors, and therefore the factors which determine
users’ decisions on the bth type of behaviors are selected out.
For example, in Figure 2, the decisions on R1 are affected
by factors {1,3,4} with the second row of V1 to be zero. For
different behaviors, different sets of factors may be selected
out. As a result, the shared and private latent factors between
different behaviors can be modeled automatically. For ex-
ample, for behaviors 1 and 2, factors {1,3} are shared, while
factor {4} and factor {2} are private for behavior 1 and 2,
respectively. Thus, by enforcing group sparsity on each Vb,
we can achieve the goal of modeling the shared and private
information between behaviors.

Inspired by prior researches on group sparsity (discussed
in section 2), we can achieve group sparsity on each Vb by
l1,2-norm regularization, which is defined as:

kYkl1,2 =
kX

t=1

kYt·k2

That is, the l1,2-norm of a matrix is the sum of vector l2-
norms of its rows. Penalization with l1,2-norm promotes
zero rows for the matrix. Therefore, with the l1,2-norm on
each Vb (b = 1, . . . , B), it promotes that the items belong-
ing to the same type share the same sparsity pattern in the
latent factor space, and therefore the decisive latent factors
for each type of behaviors can be selected out.

To address above problems, we have the following opti-
mization function:

min
U,V

L(U,V) =
BX

b=1

↵b(fb(U,Vb) + �kVbkl1,2)

+ �(kUk2F + kVk2F )

(2)

fb(U,Vb) =
nX

i=1

mbX

j=1

Ibij(R
b
ij � UT

·i V
b
·j)

2

In Eq.(2), fb(U,Vb) ensures that our learnt U and V can
well approximate the observed ratings in multiple types of
user behaviors, where Ibij is the indicator function which is
equal to 1 if the user ui rated the the item vbj and is 0 other-
wise. k · kl1,2 ensure our learnt Vb are group sparse in rows,
and thus select out the decisive factors for each behaviors.
k · kF is the Frobenius regularization norm which is used to
avoid over-fitting. The parameter ↵b is employed to control
the contribution from each type of behavior. The parameters
� and � control the strength of each regularization term.

With group sparsity regularization, our model has the fol-
lowing characteristics:
• By selecting out the different sets of decisive latent factors

for different behaviors, our method can model the shared
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and private factors automatically. Furthermore, it allows
the shared factors between each two types of behaviors to
be different, instead of all the behaviors sharing the same
set of factors.

• For user latent factor vector, the shared factors are learnt
based on the observed data from multiple types of behav-
iors which shared the factors, while the private factors
are learnt from specific type of behavior separately. By
this way, dependence information between behaviors are
transferred by the shared factors while independence in-
formation are served by the private factors.

• CMF can be viewed as a special case of our model by
restricting � = 0.

Optimization Algorithm
We apply an alternating optimization to solve the proposed
formulation, which update U and V = {V1, . . . ,VB} iter-
atively and alternatingly.

Optimizing V, given U: When U is fixed, the constraints
are independent on each Vb (b = 1, . . . , B), suggesting that
we can optimize each Vb separately. Vb can be obtained by
solving the following problem,

min
Vb

L(Vb) = ↵b(fb(U,Vb) + �kVbkl1,2) + �kVbk2F
(3)

In order to learn the latent factor vector for each item, we
take derivation of L(Vb) with respect to V b

·j :

@L(Vb)

@V b
·j

= �V b
·j + ↵b(�D

bV b
·j +

nX

i=1

Ibij(U·iU
T
·i V

b
·j �Rb

ijU·i))

(4)
Here Db is a k ⇥ k diagonal matrix with the tth diagonal

element as Db
tt = 1

kV b
t·k2

, where V b
t· is the tth row of Vb.

Setting @L(Vb)
@V b

·j
= 0, we have:

V b
·j = (

�

↵b
E+ �Db +

nX

i=1

IbijU·iU
T
·i )

�1(
nX

i=1

IbijR
b
ijU·i)

(5)
Where E is a k⇥k identity matrix. Note that Db is dependent
to Vb, we propose to update Db iteratively too. That is, in
each iteration, Db is calculated with the current Vb, and then
Vb is updated based on the current calculated Db. By this
way, the update rule in Eq. (5) can monotonically decrease
the value of L(Vb). The proof process is similar to that in
(Nie et al. 2010), and we omit it here due to limited space.

Optimizing U, given V: When V is fixed, U can be ob-
tained by the following optimization problem,

min
U

L(U) =
BX

b=1

↵bfb(U,Vb) + �kUk2F (6)

Similarly, solving @L(U)
@U·i

= 0, we have:

U·i = (�E+
BX

b=1

↵b

mbX

j=1

IbijV
b
·jV

b
·j

T
)�1(

BX

b=1

↵b

mbX

j=1

IbijR
b
ijV

b
·j)

(7)

Algorithm 1 Optimization Algorithm for GSMF
Require: rating matrices for multiple type of user behav-

ior Rb(b = 1, . . . , B), Parameters ↵b, �, �
Ensure: latent factor matrices U and Vb(b = 1, . . . , B)

1: Initialize Vb(b = 1, . . . , B) and U;
2: Repeat
3: for b = 1 to B do
4: Compute the diagonal matrix Db, where Db

tt =
1

kV b
t·k2

;
5: end for
6: for b = 1 to B do
7: Update V b

·j , 81  j  mb with Eq. (5);
8: end for
9: Update U·i, 81  i  n with Eq. (7);

10: Until convergence
11: Return U and Vb(b = 1, . . . , B)

Based on the above analysis, we summarize the detailed
optimization algorithm in Algorithm 1. After achieving U
and V, we can predict the missing values by R̂b

ij = UT
·i V

b
·j .

4 Experiments
Datasets
To evaluate our model’s recommendation quality, we
crawled the dataset from the publicly available website
Douban1, where users can provide their ratings for movie,
books and music, as well as establish social relations with
others. Thus, we have four types of user behaviors here. To
have sufficient observations to be split in various proportions
of training and testing data for our evaluation, we filtered out
users who have rated less than 10 books, or 10 movie, or 10
music, and then removed users without social relationships
with others. Retrieving all items rated by the selected users,
we have a dataset containing 5,916 users with their ratings
on 14,155 books, 15,492 music and 7,845 movie, as well
as their social relations between each other. The ratings are
real values in the range [1,5], while the social relations are
binary, indicating whether or not a social relation exists. The
detailed statistics are showed in Table 1.

Table 1: Statistics of the Datasets
Behavior Type #Items Sparsity #Ratings per User
Book Rating 14,155 99.85% 22
Music Rating 15,492 99.75% 38
Movie Rating 7,845 98.87% 88

Social Relation 5,916 99.72% 17

Experimental Setups
In the experimental study, we focus on the task of rating pre-
diction in recommendation to evaluate our models’ quality.
The most popular metric, Root Mean Square Error (RMSE)

1http://www.douban.com

225



Table 2: Performance Comparison on different sparsity cases
Behavior Training PMF NCDCF U NCDCF I CMF MCF GSMF

Book
80% 0.8150 0.8355 0.7976 0.7849 0.8065 0.7487
60% 0.8329 0.8367 0.8026 0.8011 0.8147 0.7631
40% 0.8500 0.8394 0.8143 0.8181 0.8308 0.7707

Music
80% 0.7309 0.7826 0.7367 0.7112 0.7027 0.6815
60% 0.7326 0.7812 0.7376 0.7187 0.7067 0.6881
40% 0.7639 0.7859 0.7465 0.7411 0.7307 0.6998

Movie
80% 0.7577 0.8941 1.0866 0.7452 0.7328 0.7235
60% 0.7671 0.8954 1.0920 0.7581 0.7476 0.7286
40% 0.7955 0.8971 1.1060 0.7790 0.7700 0.7398

is used to measure the prediction quality.

RMSE =

s
1
T

X

i,j

(Rij � R̂ij)2 (8)

where Rij and R̂ij denotes the true and predicted ratings
respectively, and T denotes the number of tested ratings.
Smaller RSME value means a better performance.

Since the social relation prediction belongs to the task of
link prediction, which is different from rating prediction task
and unsuitable to be evaluated by RMSE, here we use social
relations as a kind of auxiliary behavior and do not do the so-
cial relation prediction task. Thus, we will report the RMSE
results for book, music and movie rating prediction.

To validate the effectiveness of our GSMF model, we im-
plement the following baselines for comparison with it.
• PMF (Salakhutdinov and Mnih 2008): The well known

MF method for single type of user behavior. It learns the
user and item latent factors for each type of behavior sep-
arately and no information is transferred across them.

• NCDCF U (Berkovsky, Kuflik, and Ricci 2007): The
user-based neighborhood method integrating user’s mul-
tiple types of behavior.
NCDCF I: The item-based neighborhood method inte-
grating user’s multiple types of behavior.

• CMF (Singh and Gordon 2008): The method decomposes
the rating matrices for different behaviors and transfers
information by sharing the same user latent factors.

• MCF (Zhang, Cao, and Yeung 2010): The method uses
different user latent factor matrices when decomposing
the rating matrices for different behaviors, and learns the
covariance matrix between these user latent factor matri-
ces to transfer the relationships between behaviors.

Among them, PMF is the single behavior based method,
the remaining four methods are the multiple behavior based
methods. In our experiments, all the multiple behavior based
methods integrated the above mentioned four types of user
behaviors on Douban when doing predictions.

To perform comprehensive comparison, we conducted ex-
periments on different training sets (80%, 60% and 40%) to
test the models’ performance under different sparsity cases.
For example, for training data 80%, we randomly select 80%
of the data from each types of the behaviors for training and

the rest for testing. The random selection was carried out 5
times independently, and we report the average results.

Results
Performance Comparison. We evaluate the rating predic-
tion performance for book, music and movie using the above
constructed training/testing sets. The experimental results
using 10 dimensions to represent the latent factors are shown
in Table 2. The parameter values of our GSMF are: ↵b = 1
(b = 1, 2, 3, 4), � = 0.05 for the three training sets. � = 70
for 80% and 60% training sets, and � = 40 for 40% train-
ing set. Notice that parameter ↵b control the contribution of
each behavior, we set all of them the same for simplicity. �
controls the strength of group sparse regularization. Later,
we will further analyze the impact of � on the performance.

From Table 2, we can observe that the two multiple be-
havior based MF methods, CMF and MCF, are consistently
better than the PMF, which demonstrates that integrating in-
formation from multiple types of user behaviors is useful
for recommendation. However, the two multiple behavior
based neighborhood methods, NCDCF U and NCDCF I, do
not get consistently better results, which may because that
our dataset is very sparse and the neighborhood based meth-
ods usually fail to find similar neighbors under such sparse
data. Note that CMF performs worse than MCF in music
and movie rating prediction, which may because that by
sharing all the user latent factors, CMF do not model the
private information of different behaviors and make some
improper information transferred. However, MCF performs
worse than CMF in book rating prediction. It may because
that without sharing any of the latent factors, MCF trans-
fers information only based on the learned covariance ma-
trix, when the covariance matrix cannot be learned well
in some cases, the shared relationship between behaviors
will be badly modeled and in turn harm the results. Thus,
it is important to model both the independence and de-
pendence between behaviors well when integrating multi-
ple behaviors into recommendation. It is obvious that our
GSMF model consistently outperforms other approaches in
all sparsity cases, especially achieving significant improve-
ment over CMF and MCF, which illustrates that the by mod-
eling the shared and private factors among behaviors, GSMF
can transfer the information more effectively between be-
haviors.
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Figure 3: Latent Factor Vectors for each type of items. Each column of the matrix indicates the latent factor vector for one item and each
row corresponds to a latent factor entry. The dark block means a large value on the corresponding factor while white block on the opposite.
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Analysis on Latent Factor Space. In Figure 3, we
showed our learned latent factor vectors for the four types of
items associated with the four types of behaviors on Douban.
Since the number of items is very large, we can hardly dis-
play all of them for limited space. Here, we randomly sam-
pled 100 items from each type of items and showed their
latent factor space. In Figure 3, each column of the ma-
trix indicates the 10-dimensional latent factor vector for one
item. From the Figure, we can observe white rows2 in each
type of item latent factor matrix, which select out the de-
cisive factors for each type of items. For example, factors
{1,3,4,5,6,7,9} are selected for books and factors {1,3,4,7}
are selected for friends. At the same time, our method has
modeled the shared-private factors between behaviors auto-
matically, and the shared factors between different behaviors
are different. For example, factors {1,3,4,6,7} are shared be-
tween book and music, while factors {1,4,6} are shared be-
tween music and movie. Altogether, the results demonstrate
that our model can really achieve the goal of modeling the
shared and private information between behaviors, which
will make information transferred more effectively.

Impact of Parameter �. We investigate the effects of
the important parameter in GSMF: �, which controls the
strength of group sparsity regularization. In the extreme
case, if � = 0, it degenerates to CMF, which will not dis-

2Notice that these “white rows” are not absolutely zero-valued,
but most of the elements in these rows are with very small values.

tinguish the shared and private factors between behaviors.
If � with a very large value, the group sparsity regulariza-
tion will dominate the learning processes. Figure 4 shows
the performance of GSMF on different training sets with dif-
ferent values of �. We can see that, in all cases the RMSE
results decrease at first, when � goes greater than a thresh-
old the RMSE increase. This observation coincides with the
intuitions: modeling the shared and private information be-
tween behaviors with group sparsity regularization may help
us integrate the information from users’ multiple types of be-
haviors better and is useful for recommendation; yet, if too
much weight is given to the group sparsity regularization, it
may pollute the other parts’ affection on the model’s learn-
ing and in turn harm the recommendation performance.

5 Conclusion

In this paper, we propose a novel recommendation model,
GSMF, to integrate multiple types of user behaviors effec-
tively by modeling the shared and private factors among
them. Specifically, we exploit group sparsity regularization
to select out the different subsets of latent factors which dif-
ferent types of behaviors are based on. As a result, the shared
and private latent factors between different behaviors can
be modeled automatically. Experiment on real-world dataset
demonstrate that the proposed method can achieve better
recommendation results than other competitors.
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