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Abstract

The emergence of location based social network
(LBSN) services makes it possible to study individu-
als’ mobility patterns at a fine-grained level and to see
how they are impacted by social factors. In this study we
analyze the check-in patterns in LBSN and observe sig-
nificant temporal clustering of check-in activities. We
explore how self-reinforcing behaviors, social factors,
and exogenous effects contribute to this clustering and
introduce a framework to distinguish these effects at the
level of individual check-ins for both users and venues.
Using check-in data from three major cities, we show
not only that our model can improve prediction of fu-
ture check-ins, but also that disentangling of different
factors allows us to infer meaningful properties of dif-
ferent venues.

1 Introduction
Human mobility patterns influence human behavior in both
routine and profound ways. Any picture of the spread of
disease, traffic congestion, or urban crime would be incom-
plete without understanding the movements of individuals
and groups. Even though the behavior of groups of humans
has many degrees of freedom, previous works (Gonzalez,
Hidalgo, and Barabasi 2008; Rhee et al. 2011) have demon-
strated that human mobility exhibits structural regularities.

The recent emergence of Location Based Social Net-
work (LBSN) services such as Gowalla and Foursquare
has enabled researchers to perform fine-grained analysis of
users’ mobility patterns and their impact on social inter-
actions. In LBSN services, users share their current loca-
tion or the venues they have visited in the past with their
friends. Most LBSNs give unique IDs to different establish-
ments even if they share the same geographical location (i.e.,
Lat+Long coordinates); we emphasize this distinction by us-
ing the term “venue” rather than “location”. Typically, a user
“checks in” to a specific venue by using a smartphone or
tablet to choose from a list of venues near their current lo-
cation as determined by Wi-Fi or GPS. This information is
sent to the LBSN server and shared with their friends. A
user can check-in to a venue during each visit and is often
encouraged to do so through incentives.
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The primary LBSN data consist of check-in history of the
users, where each check-in is described by a user id, venue
id, and the time of the check-in. In addition, most LBSN ser-
vices also provide secondary data that describe the underly-
ing social network of the users. Prior research has studied
the correlation between individual mobility patterns and so-
cial interactions, e.g., by predicting social ties based on sim-
ilar mobility patterns (Crandall et al. 2010), or, conversely,
by predicting the next check-in location of a user based on
the recent check-in history within his local network (McGee,
Caverlee, and Cheng 2013).

While most prior work has focused on user-based mod-
eling of spatial-temporal LBSN data (Cho, Myers, and
Leskovec 2011; Gao, Tang, and Liu 2012a), here we argue
that a venue-centric approach is sometimes preferable. For
instance, if the goal is to predict future attendance of a par-
ticular venue or to measure the impact of an ad campaign on
attendance, it is more natural to focus on the check-in dy-
namics of venues rather than users. While recent work has
studied correlations between a venue’s characteristics and its
popularity (Joseph, Tan, and Carley 2012), the dynamics of
venue-specific check-ins have been largely ignored.

We focus on modeling the full temporal dynamics of
check-ins from a venue-centric perspective. We observe that
check-ins at venues are clustered in time, sometimes ex-
hibiting bursty behavior. We also observe that the average
check-in patterns for both users and venues are not static, but
change over time. We include three primary mechanisms to
describe check-in dynamics: (1) Repeated behavior is cap-
tured by a self-reinforcing mechanism in which a user is
strongly influenced by his recent behavior; (2) Social in-
fluence, i.e., a visit by a user triggers future visits by his
friends; and (3) Exogenous effects, which include external
events (such as releasing new SW for the service or a pro-
motion campaign) that modulate the attendance rates.

Here we are especially interested in assessing social in-
fluence on visitation patterns. Toward this goal, we adopt
a parametric point process model known as a Hawkes
process (Hawkes 1971) to describe check-in dynamics at
venues. A Hawkes process is an example of a self-exciting
point process in which past events positively influence the
likelihood (intensity) of future events. This model allows us
to measure the likelihood that a particular (offspring) event
was triggered by a past (parent) event. This allows us to dis-
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tinguish the most likely factors contributing to an individual
check-in. Combining this information with the known so-
cial network structure enables us to estimate the fraction of
check-ins that can be plausibly attributed to social influence.

Beyond the rich explanatory power of the model, we also
demonstrate that it predicts future check-in data better than
several alternatives. In particular, we consider various base-
line point process models and compare them on their abil-
ity to capture temporal dynamics of check-ins. Finally, we
consider each of the three mechanisms in our model sepa-
rately and demonstrate their validity by distinguishing so-
cial and non-social venues and by capturing known ex-
ogenous effects like (external) promotion campaigns. This
multi-faceted analysis allows a fine-grained discrimination
of different types of venues. While we focus on user/venue
dynamics here, the mechanisms we describe are general and
could apply to other aspects of human behavior.
Related Work There is a growing body of literature on
LBSN analysis. Link prediction using geo-coincidences has
been studied in (Crandall et al. 2010; Wang et al. 2011; Scel-
lato, Noulas, and Mascolo 2011). Other studies have used
social network information to infer user location (Sadilek,
Kautz, and Bigham 2012; Gao, Tang, and Liu 2012b)
and predict next check-in (McGee, Caverlee, and Cheng
2013). Several recent studies have also attempted to cluster
users (Joseph, Tan, and Carley 2012) and venues (Cranshaw
et al. 2012) based on similar visitation patterns.

Most human activity patterns have bursty dynamics and
cannot be adequately described by homogenous Poisson
process. To describe temporal correlations in social in-
teractions, researchers have used Non-homogeneous Pois-
son processes (NHPP) such as Cox-process (Lando 1998;
Perry and Wolfe 2013), as well as and Hidden Markov Mod-
els (Raghavan et al. 2013). Our approach here is based on
self-exciting Hawkes process (Hawkes 1971) that has been
previously used for modeling urban crime (Mohler et al.
2011), inter-gang violence (Cho et al. 2013), and repeated
social interactions (Blundell, Heller, and Beck 2012).

2 Dataset Description
We use the Gowalla dataset (Cho, Myers, and Leskovec
2011) in this work. Gowalla is a location-based social
networking website where users share their locations by
checking-in. In this dataset, the network consists of 196,591
nodes and 950,327 undirected edges. Between February
2009 and October 2010, there were 6,442,890 check-ins. We
extracted all the check-ins of active users in San Francisco,
New York, and Stockholm as representative samples from
western U.S., eastern U.S., and Europe. Asian cities had
little activity and were excluded from analysis; Check-ins
from a relatively active city in Asia (Tokyo) were a quarter
of those in San Francisco. We collected all activity within
a rectangular box of latitude-longitude coordinates around
each of the selected cities. We considered only the 20% of
users who were most active to ensure sufficient statistics for
parameter estimation. The 20% of most active users repre-
sented around 80% of the total number of check-ins. This
80–20 rule was universal across all the cities we examined.

Statistics from each city are presented below.

Table 1: Statistics of Check-ins from Three Cities
Dataset statistics

San Francisco

Number of Check-ins 142,972
Number of Venues 10,751
Number of Users 5,989

New York

Number of Check-ins 114,777
Number of Venues 17,062
Number of Users 6,205

Stockholm

Number of Check-ins 184,485
Number of Venues 15,753
Number of Users 9,320

3 Model Description
3.1 Modeling Temporal Patterns

Figure 1: Temporal pattern of check-ins (SF)
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We treat the check-ins in LBSN as a marked point process
in time, where the mark represents the venue as well as the
user for an event at a given time. By separating every process
with respect to the venue id, each venue forms its own point
process. We defer analysis of user-specific processes until
Sec. 3.3. As shown in Figure 1, clustering is apparent in the
three temporal point processes. Thicker lines represent the
degree to which an event is explained by previous events (as
opposed to background or exogenous effects). The strength
of ties was mathematically computed using the self-exciting
point process known as the Hawkes process (Hawkes 1971),
detailed in the next section. The Hawkes process defines a
(mark specific) intensity as a function of history and time.
This model has been widely used in various applications that
show temporal clustering of events such as shocks and after-
shocks in seismology.

Hawkes process Each ‘check-in’ at a given venue is
treated as an event in the given venue-specific point process.
We assume that the intensity of check-in events involving
the venue v at time t is given as follows:

�v(t) = µv +

X

p:tp<t

gv(t� tp). (1)

This intensity function can be interpreted as a rate at which
events occur (see Eq. 4). The summation in the second term
is over all the events that have happened up to time t. In
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Equation 1, µv describes the background rate of event oc-
currence that is time-independent, whereas the second term
describes the self-excitation part, so that the events in the
past increase the probability of observing another event in
the (near) future. We will use a two-parameter family for the
self-excitation term:

gv(t� tp) = �v!v exp{�!v(t� tp)}. (2)

Here �v describes the weight of the self-excitation term
(compared to the background rate), while !v describes the
decay rate of the excitation. Intuitively, the decay term cap-
tures the notion that more recent events are more important.

3.2 Characterizing Correlations Between Events
We have seen the clustering of points in time in Fig. 1. A
Hawkes process model allows us to measure the strength of
ties between two events. By examining the intensity func-
tion in Equation 1 for a given event, we can further infer the
likelihood that the event was triggered by a specific histor-
ical event. We use the probabilistic measure in Equation 3
as the strength of tie between i and j. For the given process
(representing a specific venue, v), the probability that the j-
th event is triggered by the i-th event can be expressed as
below:

p

v
i!j =

gv(tj � ti)

µv +
P

p:tp<tj
gv(tj � tp)

. (3)

The probability above can be inferred based on the estimated
set of parameters {µv,�v,!v}. Since we are interested in
correlation of points for a given process (venue) and not the
correlation across different processes (venues), we assume
each process (venue) has its own parameters and we estimate
them separately. We use the EM algorithm for our inference
and estimation of model parameters. We follow the update
equations of the parameters from (Lewis and Mohler 2011).

3.3 Three Factors causing Temporal-Clustering
Three factors that contribute to temporal clustering of events
are considered in our studies. We describe each in turn be-
low. We are able to disentangle these events because of the
rich information in the data that include the user and venue
for each event along with a social network among users. This
allows us to construct a fine-grained model of the strength
of the effect of one visit on another. While the ground truth
cause of each visit is unknown, in the next section we con-
sider various ways to qualitatively test the validity of our
model.

Self-reinforcing Behavior Looking at the behavior of in-
dividual users already reveals strongly predictable patterns.
Many users return frequently and repeatedly to the same
venue. Figure 2 shows the activity of three users on Do-
lores Park Cafe in San Francisco. User A,B,C (bottom 3)
organize their own temporal clusters, which forms a series
of clusters when collected (top). A user who has recently
visited a venue is much more likely to visit again soon and,
conversely, a paucity of visits strongly predicts few visits in
the future. This self-reinforcing tendency is measured using

Eq. 3 by summing over events i and j that were initiated
by a single user. Later in our study, we see how individuals’
overall activity decays over-time.

Figure 2: Three users’ activity profiles at Dolores Park Cafe
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Social Effects Another factor explaining temporal cluster-
ing is social influence. In this case, a user may be more likely
to visit a location his friends have visited recently. LBSN al-
lows users to see their friends’ check-ins, and this in turn
attracts users to visit the same venues. This effect may func-
tion by recommending venues to friends who likely share
similar interests or simply by reminding users of places they
have visited in the past. The increased likelihood of visits
due to previous visits by friends is again captured by Eq. 3
but this time by summing only over events involving a user’s
friends in the social network.

Exogenous Effect If a visit is not explained by either of
the effects above, we consider it to be caused by some ex-
ternal (exogenous) factor. Many businesses also use LBSN
for marketing purposes. By reporting the physical location
of their business, their venue becomes visible in the service,
which allows the LBSN service users to visit in the future.
Local businesses promoted check-ins to increase visibility
online and to entice new customers by offering special deals.
In fact, these marketing activities were not limited to local
businesses. LBSN services also teamed-up with major com-
panies for their own marketing. Gowalla attracted users in
the early stages of their business by giving away presents to
active Gowalla users. The influx of users during this period
also forms a cluster which could not be described by the two
effects above. In our studies we see how these are captured
as an outside effect.

4 Experimental Evaluation
4.1 Model selection
For every popular venue, we fit the data to a Hawkes pro-
cess using the EM algorithm and evaluate the goodness of
fit compared against other baseline approaches (see Sec-
tion 4.2 for the list of baselines). For evaluation we use the
AIC score (Burnham and Anderson 2002), which has been
widely used for model selection. In addition to maximiz-
ing likelihood, AIC also penalizes models with large num-
ber of parameters to discourage overfitting. The model with
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the smallest score is chosen from the candidates. In our ex-
periments, we found that the baselines generally compared
poorly with the homogenous Poisson process (HPP), so here
we focus on comparison of Hawkes process with HPP.

Figure 3: AIC Comparison
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Fig. 3 shows the difference in AIC scores plotted against the
inferred value of the parameter �. Positive different (above
the dashed line) suggests a better fit for HPP, while negative
difference suggests that the Hawkes process model should
be selected. We observe that Hawkes process is the better
choice overall, and especially so for the venues with large
�. When � is large, our model predicts significant temporal
clustering, so it is natural to expect that the Hawkes process
should do a better job explaining the data. We also note that
when � decreases, the gap in AIC between the two mod-
els becomes small, and actually reverses sign when � ! 0.
This is also understandable, because if there is no temporal
clustering, there is no advantage to include a self-exciting
term in the model. We would like to note, however, that in
the latter scenario the difference between the AIC scores is
minuscule, compared to significant differences observed for
large �.

4.2 Predicting Venue attendance
In this experiment, we predict the number of daily visitors
in the future. For all the venues, we compute the mid-time,
which is the mid-point between initial check-in time and fi-
nal check-in time on each venue. To have enough temporal
data for the training set, we sample the time that appears af-
ter mid-time. The check-ins made before the mid-point are
collected as a training set. Using the training set, we fit the
data to a Hawkes process and estimate the parameters. With
the estimated parameters, the rate function at time t can be
computed based on the history up to time t and the param-
eters estimated from the training set. The number of events
between time interval t and t + �t can be computed using
the counting process as below (�t > 0):

N(t+�t)�N(t) =

Z t+�t

t
�(⌧) d⌧. (4)

In our experiment, we focus on predicting daily check-ins,
so we set �t = 24hrs. The time, t is randomly sampled from
some random time that includes at least half of the data so
that we have enough history for parameter estimation. For

each venue, we repeat the experiment 1,000 times for dif-
ferent random t’s and compare our prediction to the actual
number of events. The prediction error is computed using
the gap between the actual number of events and our pre-
diction: abs(true count � predicted count). The number of
predicted events is estimated using Equation 4. We compare
the Hawkes process to several other baselines including non-
homogenous Poisson processes(NHPP) and Cox processes.

Baseline 1: piecewise-constant NHPP
Check-in data from three cities shows strong activity during
the weekend compared to weekdays. We separate weekend
check-ins and weekday check-ins to estimate the rate param-
eter respectively. Each parameter is �weekend and �weekday

is constant and can be easily estimated. For predicting the
number of visits on a given day, we simply use the appro-
priate rate parameter for weekends or weekdays. As for the
Hawkes process, we repeat the experiment 1,000 times for
each venue.

Baseline 2: NHPP with drifting
�(t) = at+ b (5)

We define the rate function as a linear function of time. On
many venues, the check-ins became more frequent as time
elapsed from the first check-in. This is because more and
more people joined the Gowalla service after its introduc-
tion. This intensity function well captures the birth of users,
and we see that this simple intensity function predicts the
number of visitors relatively well.

Baseline 3: Cox proportional hazard model
A Cox process is a generalization of Poisson process where
the random intensity is a stochastic process. Cox propor-
tional hazard model (Cox 1972) associates covariates which
modulate up or down to the baseline rate �0(t). Often the
baseline is a function of time with non-parametric form
while the covariates involve coefficient � which is estimated
using the partial likelihood. For our experiment, we define
x(t) as a number of unique visitors assuming the size of
unique visitors in the past affects the intensity function.

�(t) = �0(t) exp(�x(t)) (6)
In our experiment, we assume the baseline rate as constant,
and repeat the same experiment for baseline 3 with the same
sampled time/ training set.

Baseline 4: Sigmoidal Gaussian Cox process
�(s) = �

?
�(g(s)) (7)

This is another variant of the Cox process for which the
intensity function is a transformation of a random realiza-
tion from a Gaussian process. Adams et. al. (Adams, Mur-
ray, and MacKay 2009) suggested this model which achieves
tractable inference on unknown intensity function.The ran-
dom intensity function �(s) has an upper-bound �

? and a
sigmoid function which projects g(s) to the intensity func-
tion where the g(s) is sampled from Gaussian process.
In (Adams, Murray, and MacKay 2009), sigmoidal Gaussian
cox process (SGCP) inferred the intensity functions defined
in simple form in their synthetic experiment. We also com-
pare the Hawkes process to SGCP on prediction of future
events.
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Error Comparison We use 360 venues (120 each) from
three cities, and repeat 1,000 predictions for each sam-
pled time range between t and t + �t. The venues with
few check-ins (less than 100 during 400 days) or with a
short history (less than 200 days from the first check-in to
the final check-in) were excluded in this experiment. Some
venues have more frequent check-ins, hence we evenly di-
vide the 360 venues into three groups based on the total
number of actual check-in counts from 1,000 test samples,
and name them inactive/moderate/active venues reflecting
fewer to more check-ins, respectively. Splitting venues by
activity was done on a per city basis to avoid city-specific
bias due to higher average usage. As for the 1,000 test sam-
ples, we divide them into two groups, ones which had no
check-ins (zero) and others which had more than zero check-
ins. On average, ⇠ 70% of test samples from inactive venues
had zero check-ins, ⇠ 50% of test samples from moderate
venues fell into the zero group, and ⇠ 35% of test samples
from active venues fell into the zero group.

Table 2: Performance of Predictions

Process
Obs. Avg. Prediction Error
(each inactive moderate active

sample) venues venues venues
zero 0.3202 0.3710 0.7210Hawkes

non-zero 0.7238 0.5361 0.4712
zero 0.3273 0.4455 1.0306Baseline 1

non-zero 0.7305 0.7029 0.5937
zero 0.5318 0.6795 1.6901Baseline 2

non-zero 0.6011 0.5707 0.5086
zero 0.7289 0.9347 2.2185Baseline 3

non-zero 0.6040 0.6361 0.5660
zero 0.2477 0.4037 0.9989Baseline 4

non-zero 0.7927 0.7331 0.5990

Th results are presented in Table 2. The average prediction
error for zero group has been averaged over the total num-
ber of zero occurrence in the test sample, while the average
prediction error for non-zero group has been averaged over
the total number of the counts in the test sample. We observe
that Hawkes process clearly outperforms the other baselines
for venues with moderate and high activity levels. In par-
ticular, for those venues the Hawkes process produces more
accurate prediction for both the rate of events when they oc-
curred, and the absence of events. For the inactive venues,
we find that Baseline 4 makes more accurate predictions for
non-events, while Baseline 2 (and also Baseline 3) make bet-
ter prediction of the rate of events when they occur. The for-
mer observation can be attributed to the fact that Baseline
4 tends to under-predict, which results in low prediction er-
ror for non-events and the higher prediction error (among all
methods) for events. Out of all the processes under consid-
eration, Hawkes process is the only process which captures
influence between check-ins while the other processes only
capture fluctuation of rates over time.

4.3 Evaluating the Three Factors
We now focus on understanding the relative importance of
the three main factors put forward in Section 3.3 that are
responsible for temporal clustering. Toward this goal, re-
call that the (directional) correlation between two check-in
events can be measured using Equation 3. Furthermore, by
using the existing social network information, we can esti-
mate the relative contribution of each factor by analyzing the
identity of users in those check-ins. Namely, if both check-
ins are by the same user, then the event pair contributes to
the self-reinforcing behavior. Similarly, when the check-ins
are by two users that are connected in the social network,
then the events contribute to the social effect. Finally, event
pairs that belong to neither of these groups are attributed
to exogenous effects. Since we are interested in differenti-
ating the strength of effects, we separately add all the pairs
of pvi!j in Equation 3 for the cases when event i and j in-
volve the same person, or two people who are friends with
each other, or neither of these two. To understand which fac-
tor contributes more to the temporal patterns, we define the
following scores corresponding to each of three factors, re-
spectively:

Sself =

P
ti<tj

p

v
i!j1<ui=uj>P

ti<tj
p

v
i!j

Ssocial =

P
ti<tj

p

v
i!j1<uj2F (ui)>P
ti<tj

p

v
i!j

Sexgn = 1� Sself � Ssocial (8)

where 1 is an indicator function, ui is the user corresponding
to event i, and F (ui) is the set of friends of ui.
We measured the above scores for 120 venues from the three
cities. 1 In Table 3 we show the top 5 venues with estimated
high self-reinforcing behavior score .

Table 3: Top 5 Venues with Self-Reinforcing Behavior
San Francisco New York

Laguna Honda station G. Washington bridge
Bernie’s (local coffee) Manhattan bridge

San Francisco Caltrain station Port authority bus terminal
Mail Access Lincoln tunnel

Research Institute Grand central terminal

Interestingly, high Sself score seems to capture venues that
reflect repeated behaviors such as commuting from work to
home or regularly visiting favorite local places.
We next turn to venues that are characterized by high social
effect score Ssocial. Intuitively, we expect that such venues
will consist of bars or local restaurants in a community that
have higher chances of attracting users who are friends of
each other compared to other type of venues such as popular
tourist attractions or stations where large numbers of random

1We excluded Stockholm from the analysis below because most
of the venues there were hard to identify using geo-coordinates
only.
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users visit. We list the venues with high social effect scores
in Table 4 below. Indeed, based on the name and type of
these venues, these venues seem to intuitively reflect what
might be expected for highly social venues.

Table 4: Top 5 Venues with High Social Effect
San Francisco New York

303 second st. Plaza Tasti D lite (ice cream)
Chinatown (restaurant) Cafe 28

Golf smith (shop) or others Moschino Botique
Restaurant (name unknown) Ace Hotel NY

Western athletic clubs Radio City Music Hall

Finally, we analyze the relative importance of, and tempo-
ral variations in the exogenous effects as predicted by our
model. Toward this goal, we average Sexgn over all the pop-
ular venues in San Francisco for all the check-ins during
a given week, and then track the variation of the averaged
score over time. The resulting dynamics is shown in Fig-
ure 4. We observe that the exogenous score increases start-
ing from Sexgn ⇡ 0.25 in Sep, 2009 and reaches over 0.5 in
June, 2010. Remarkably, the onsets of two growth periods
as identified in the figure correspond to important external
events. Namely, according to Gowalla blog, the company re-
leased its software for iPhone users on Dec. 2nd 2009, and
for Android users on March 7th 2010. We clearly see steep
growth of Sexgn after the release of the software, thus vin-
dicating our intuition. More generally, we believe that by
tracking the dynamics of Sexgn (perhaps with only local av-
eraging), it might be possible to detect the impact of even
smaller promotional events.

Figure 4: Exogenous Effect Score Sexgn plotted against time
(San Francisco)
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Comparison between Cities Between three cities, San
Francisco showed the highest score in social effect, meaning
many of the events within a cluster had social relationships.
For the experiment, we used the top ⇠ 120 venues from
each city and compared the average social effect. To learn
the Hawkes process, enough samples are needed, which led
us to use ⇠ 120 venues. The average social effect scores
from San Francisco, New York and Stockholm were 0.0895,
0.0220, and 0.0188, respectively. The average social density,
which we defined as the fraction of true edges over all the

possible pairs, for all collected venues was measured. The
social densities are 0.0374 (San Francisco), 0.0552 (New
York), 0.0406 (Stockholm). Interestingly, while San Fran-
cisco had the lowest social density, it showed the highest so-

cial effect score. This is because the users who were friends
in San Francisco visited venues during same time period
while friends in other cities did not cluster as much of their
activity at similar times and venues.
Long-term Activity Trends We conclude this section by
commenting on activity patterns of individual users in the
long term. As indicated in Figure 2, the temporal patterns of
individuals’ behavior seem to decay over time. One possi-
bility is that a user stops visiting a venue. Another possible
explanation is that users tend to use the Gowalla service less
often as time passes. Indeed, this trend is indicated in Fig-
ure 5, where we plot the average number of checkins (aver-
aged over all the active users in all three cities) against the
time passed after the first check-in. We observe that user ac-
tivity rapidly decays after the first week of use. Remarkably,
this decay seems to be fairly universal across the cities. A
more detailed analysis of the user-turnover dynamics is an
interesting open problem.

Figure 5: Average Number of Check-ins with Respect to the
Days Since the First Check-in (San Francisco)
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5 Conclusion and Future Work
In conclusion, we have introduced a point process model de-
scribing check-in activity for users and venues participat-
ing in LBSNs. Our model, which is based on self-exciting
Hawkes process, outperforms benchmarks in both data ex-
planation and prediction tasks. More importantly, the pro-
posed approach allows to construct a fine-grained view of
events that enables us to distinguish relevant factors like self-
reinforcing behavior, social effects, and exogenous effects.
Qualitative results suggest that we are able to meaningfully
distinguish these factors. Future work will provide a more
in-depth analysis of these important effects and their reper-
cussions on human mobility patterns.
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