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1 Introduction
Markov decision processes (MDP) (Puterman 1994) offer a
rich model that has been extensively used by the AI commu-
nity for planning and learning under uncertainty. Some ap-
plications include planning for mobile robots, network man-
agement, optimizing software on mobile phones, and man-
aging water levels of river reservoirs. MDPs have polyno-
mial complexity in the size of the state space, but the state
space itself is exponential in the description size. Therefore,
algorithms that try to find complete optimal plans are often
impractical. Developing effective ways to tackle this com-
plexity barrier is a challenging research problem.

Determinization-based algorithms for solving MDPs have
gained popularity in recent years (Yoon et al. 2008;
Teichteil-Königsbuch et al. 2010; Keyder and Geffner
2008), motivated by the surprising success of the FF-Replan
solver (Yoon et al. 2007). The main idea is to generate a de-
terministic version of the underlying MDP and solve it using
a classical deterministic planner, resulting in a partial plan
for the original problem. When confronted by an unexpected
state during plan execution, the planning process is repeated
using the current state as the initial state. The advantage of
this approach is its ability to quickly generate partial plans,
particularly in intractable probabilistic domains.

Despite their success, determinization-based algorithms
have drawbacks because they consider action outcomes in
isolation. This leads to an overly optimistic view of the do-
main and can result in plans arbitrarily worse than optimal.
Furthermore, even when optimal plans could be obtained us-
ing isolated outcomes, it is not always clear, nor intuitive,
which outcomes should be included in the determinization.

In my work I introduce and study a more general
paradigm in which the single-outcome variant of FF-Replan
is just one extreme point on a spectrum of MDP reductions
that differ from each other along two dimensions: (1) the
number of outcomes per state-action pair that are fully ac-
counted for in the reduced model, and (2) the number of oc-
currences of the remaining outcomes that are planned for in
advance. Similar treatments of exceptional outcomes have
been explored in fault-tolerant planning (Jensen et al. 2004;
Domshlak 2013; Pineda et al. 2013).
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The overall scope of my thesis is to develop robust and
scalable approaches for concurrent planning and execution
using reduced models, focusing on the following objectives:

1. Design new representations and a broad spectrum of re-
duced models that can be used in planning, and a dis-
ciplined way to perform model reduction and overcome
the inherent drawbacks of determinization. These reduced
models should allow for faster planning times when com-
pared to solving full MDPs, but result in more robust
plans than determinization-based methods.

2. Develop analytical approaches to evaluate the comprehen-
sive value of a given reduced model and use it to guide
the automated construction of good reduced models. The
value of a reduced model should be measured by the per-
formance of the resulting plans on the original problem.

3. Develop a continual planning paradigm that allows plan-
ning and plan execution to be conducted in parallel. Iden-
tify conditions under which this paradigm can produce
near-optimal results and derive error bounds for the ap-
proach.

4. Perform a comprehensive evaluation and comparison of
the approach with existing model reduction approaches,
particularly determinization, and other approximate MDP
solvers.

5. Develop an automated mechanism for solving reduced
models via compilation to a standard MDP and using
standard MDP solvers (using existing problem descrip-
tion languages such as PPDDL). A compilation scheme
with complete support of a widely-used language such a
PPDDL will make it easy to leverage existing probabilis-
tic planners in the solution of reduced models.

2 Current progress
In a recent paper (Pineda and Zilberstein 2014) we formally
defined a new family of MDP reductions and introduced the
concepts of primary outcomes, namely, outcomes that are
fully accounted for by the model, and exceptional outcomes,
i.e., outcomes that the planner considers up to a maximum
number of occurrences. An Mk

l -reduction of an MDP is one
in which up to k occurrences of exceptions are considered
and the set of primary outcomes associated to any action in
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Figure 1: Left: Relative increase in total cost with respect to the
optimal cost (racetrack domain). Right: Number of rounds ending
up in success for 10 instances of various PPDDL domains.

the domain is of cardinality no greater than l. The bene-
fit of using a well chosen Mk

l -reduction is that the set of
reachable states can become much smaller, which is desir-
able because the runtime of heuristic search algorithms for
solving MDPs such as LAO* (Hansen and Zilberstein 1998;
2001) and LRTDP (Bonet and Geffner 2003) depends heav-
ily on the size of the reachable state space.

We also proposed a continual planning paradigm to han-
dle the case where more than k exceptions occur during plan
execution, allowing execution to continue without delays. A
benefit of this paradigm is that it is amenable to a precise
evaluation of the benefits of planning with reduced models.
We also investigated how to generate a good reduced model,
be it a determinization or not, and showed that the choice of
primary outcomes is non-trivial, even when reductions are
limited to determinization (M0

1-reductions). As a baseline
approach, we introduced a simple greedy algorithm that can
produce good reduced models automatically.

We evaluated our continual planning paradigm on
the well-known racetrack domain and showed that M1

l -
reductions can be used to quickly compute near-optimal
plans. The goal was to minimize the combined cost of plan-
ning and execution time, accounting for 1 second of execu-
tion time per action. Figure 1 (left) shows the relative in-
crease in expected combined cost with respect to a theoreti-
cal lower bound—optimal cost ignoring planning time— for
6 planning methods. The best results were obtained using
M1

1- and M1
2-reductions (M11 and M12, respectively).

Additionally, using an initial version of a PPDDL com-
piler, we applied our approach to several IPPC’08 domains
using the IPC-style of evaluation: giving the planner a fixed
amount of time to solve several rounds of the same problem.
Figure 1 (right) shows that a planner using M1

1-reductions
successfully solves many problem instances, results that are
on par with those reported for state-of-the-art planners in
these domains (Trevizan and Veloso 2012).

3 Research Plan
In the coming years I intend to tackle several open research
questions related to planning with reduced models. One is
the development of an efficient general-domain method that
finds good reduced models for given problem instances; a
potential approach is using sampling to estimate or bound
the regret of removing outcomes from the primary set. An-
other important question is how to best redistribute the prob-
abilities among the primary outcomes after the bound on
exceptions is reached, possibly using various measures of
structural similarity between primary and exceptional out-
comes. I also plan to develop an anytime version of the con-

tinual planning algorithm. For the short term, my plan is
to expand the support of the currently limited PPDDL com-
piler and perform a more thorough evaluation of the current
continual planning method, gaining insight on how to best
approach the more complex research problems ahead.
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