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Abstract

The knowledgebase uncertainty and the argument pref-
erences are considered in this paper. The uncertainty is
captured by weighted satisfiability degree, while a pref-
erence relation over arguments is derived by the beliefs
of an agent.

Introduction
Argumentation is a reasoning model based on the construc-
tion and the evaluation of arguments (Chesñevar, Maguit-
man, and Loui 2000; Prakken and Vreeswijk 2002). In logi-
cal argumentation, arguments are usually constructed from
a knowledgebase ∆, possibly including conflict informa-
tion (Besnard and Hunter 2006; 2008). There may be some
uncertain information in the knowledgebase. For example,
it will rain in New York tomorrow. Most information is un-
certain to some degree. So, how to quantify uncertain infor-
mation? In order to decide on a pair wise basis whether one
argument defeats another, preferences over arguments have
been harnessed in argumentation theory. In (Simari and Loui
1992; Benferhat, Dubois, and Prade 1993; Prakken and Sar-
tor 1997) different preference relations between arguments
have been defined. A preference relation captures differ-
ences in arguments’ strengths. However, it is not always
clear what the preferences mean or where these preferences
come from?

Whether an argument is believable depends not only on
the intrinsic merits of the argument – of course, it needs to
be based on plausible premises and must be sound – but also
on the audience to which it is addressed. Hunter introduced
the beliefs of an agent in argument judgement (Hunter 2004;
Besnard and Hunter 2008). However, only certain informa-
tion was considered in the knowledgebase. In this paper, we
define weighted satisfiability degree to capture the uncer-
tainty of knowledgebase. Based on the beliefs of an agent, a
preference relation between arguments is defined. Finally, a
preference-based argumentation framework can be derived.
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Satisfiability Degree
Let P = {p1, p2, . . . , pn} be a finite and non-empty set
of atoms, we use LP to denote the set of all propositional
formulae over P , formed from the logical connectives of
∨,∧,¬ and →. Let p, q, r, . . . represent atoms, α, β, γ, . . .
denote formulae, and ∆,Φ,Ψ, . . . denote sets of finite for-
mulae. The tautology is denoted by > and ⊥ represents the
contradiction or falsity. We start introducing the concepts of
satisfiability degree by Luo et al. (Luo, Yin, and Hu 2009).

An assignment of truth values to the elements of a set P =
{p1, p2, . . . , pn} is called interpretation relative to P . Let
ΩP = {0, 1}n be the set of all 2n different interpretations.
Thus, any formula α ∈ LP and ω ∈ ΩP , α(ω) ∈ {0, 1}. For
any α ∈ LP , a subset Ωα ⊆ ΩP is defined as below:

Ωα = {ω | α(ω) = 1, ω ∈ ΩP }
Definition 1. Given a propositional formula set LP and the
global interpretation field ΩP , the subset Ωα is defined as
above. Then, function ℘ : LP → [0, 1] is called the satisfia-
bility degree (s.d.) on ΩP , if for ∀α ∈ LP :

℘(α) =
card(Ωα)

card(ΩP )
(1)

where card(X) denotes the cardinality of the set X .

For more details about satisfiability degree, including al-
gorithms and properties, please refer to (Luo, Yin, and Hu
2009; Luo, Luo, and Xia 2011). We write Φ ` α to mean
that the set of formulae Φ entails the formula α. The notion∧

Φ will be used to denote the conjunction of all formulae
in Φ, specially

∧
∅ = >.

Definition 2. An argument is a pair 〈Φ, α〉 s.t. Φ ⊆ ∆ is
a consistent, finite set of formulae, α is a formula such that
Φ ` α, and no proper subset of Φ entails α.

The set of all arguments generated from ∆ is denoted as
A (∆). If A = 〈Φ, α〉 is an argument for α, we use the
function support(A) = Φ to denote the support of A and
claim(A) = α to denote the claim of A.

Preferences Analysis
The set of atoms contained in α is given by Atoms(α), and
the set of atoms used in Φ is computed by Atoms(Φ) =⋃
α∈Φ Atoms(α). The weight vector $ of ∆ represents the
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weight assignments for atoms in Atoms(∆). Consider a for-
mula α as a whole with two interpretations true and false.
Assign some weights to both interpretations as weight(1)
and weight(0) representing the weights for the true inter-
pretation and the false interpretation such that

weight(1) + weight(0) = 1

where weight(1),weight(0) ∈ [0, 1].
Let P = {p1, p2, . . . , pn} where each pi has weighted

interpretations weight$pi(1) and weight$pi(0) such that
weight$pi(1) = $(pi), weight$pi(0) = 1−$(pi).

Definition 3. Let ΩP be the global field and $ a weight
vector on P , the weight of ω ∈ ΩP , denoted as weight$(ω),
is defined:

weight$(ω) =
n∏
i=1

[ωi ·$(pi)+(1−ωi) · (1−$(pi))] (2)

where ω = (ω1, . . . , ωn), and ωi ∈ {0, 1}(1 ≤ i ≤ n).

Proposition 1. Given a weight vector $ on an atom set P
and the global field ΩP for interpreting LP , then∑

ω∈ΩP

weight$(ω) = 1

Definition 4. Given a weight vector $ on P , and the global
interpretation field ΩP . The weighted satisfiability degree
(w.s.d.) of α ∈ LP is defined as ℘$(α):

℘$(α) =
∑
ω∈Ωα

weight$(ω) (3)

The w.s.d. describes the satisfiable extent of any formula
in LP given $. Specially, there is a weight vector $m such
that $m(pi) = 1/2 for any p ∈ P , then weight$(ω) =
1/2n (card(P ) = n) for any ω ∈ ΩP . In this case, the
w.s.d. of α is the same as the s.d. of α.

Proposition 2. Given a weight vector $ on atom set P and
any formulae α, β ∈ LP , the w.s.d. satisfies:

• ℘$(⊥) = 0, ℘$(>) = 1, ℘$(α) + ℘$(¬α) = 1

• ℘$(α ∨ β) + ℘$(α ∧ β) = ℘$(α) + ℘$(β)

Definition 5. Given a weight vector $ on atom set P ,
α, β ∈ LP and ℘$(β) > 0, the weighted conditional sat-
isfiability degree (w.c.s.d.) of α given β is

℘$(α | β) =
℘$(α ∧ β)

℘$(β)

Proposition 3. Let $ be a weight vector on atom set P . For
any formulae α, β, γ ∈ LP and ℘$(γ) > 0, then

• ℘$(α | >) = ℘$(α),℘$(γ | γ) = 1

• ℘$(> | γ) = 1,℘$(⊥ | γ) = 0

• ℘$(α∨β | γ)+℘$(α∧β | γ) = ℘$(α | γ)+℘$(β | γ)

Example 1. Let P = {p1, p2, p3}, and then ΩP contains
the following 8 interpretations:
ω1 = (1, 1, 1), ω2 = (1, 1, 0), ω3 = (1, 0, 1), ω4 = (1, 0, 0),

ω5 = (0, 1, 1), ω6 = (0, 1, 0), ω7 = (0, 0, 1), ω8 = (0, 0, 0).

For α = (p1 ∨ p2) ∧ ¬p3 and β = p1 ∧ p2 → p3, we
have Ωα = {ω2, ω4, ω6},Ωβ = ΩP \ {ω2}, and Ωα∧β =

{ω4, ω6}. Consider the weight vector $(p1, p2, p3) =
(1/3, 1/2, 3/4), the evaluating results are given as follows:

℘$(α) = 1/6, ℘$(β) = 23/24, ℘$(β | α) = 3/4.

So, β is more satisfiable than α due to ℘$(β) > ℘$(α).
A beliefbase B on ∆ is a set of formulae such that

℘$(
∧
B) > 0. The preference defined below reflects how

much an agent supports an argument under his/her beliefs.
Definition 6. Let A ∈ A (∆), $ on Atoms(∆), and B
be a beliefbase. The preference for A under B, denoted as
κ(A,B), is defined:

κ(A,B) = ℘$(
∧

S(A) |
∧
B) (4)

Example 2. Consider the argumentA1 = 〈{¬p∧¬q},¬(p∧
q)〉 and the weight vector $(p, q) = (1/2, 2/3). Given the
beliefbaseB = {p∨q}, then the preference κ(A1,B) = 1/9.
Proposition 4. Given a knowledgebase ∆,$ on Atoms(∆)
and a beliefbase B, a preference-based argumentation
framework (A,R, prefs) can be derived where: 1) A ⊆
A (∆); 2) R ⊆ A × A and ∀ (A1, A2) ∈ R,
℘$(

∧
support(A2) | claim(A1)) = 0; 3) prefs ⊆ A × A

s.t. ∀ (A1, A2) ∈ prefs iff κ(A1,B) > κ(A2,B).

Conclusions
In this paper, classical logic is used for generating argu-
ments. A weight vector is given to represent the weight as-
signments for atoms in the uncertain knowledgebase. This
vector is then used to induce the weighted satisfiability de-
gree. Based on the beliefs of an agent, preference is pro-
posed to measure how much an agent supports an argument.
Finally, a preference-based argumentation framework can be
derived from the knowledgebase given the beliefbase.
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