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Abstract

Sentiment analysis predicts a one-dimensional quantity
describing the positive or negative emotion of an au-
thor. Mood analysis extends the one-dimensional sen-
timent response to a multi-dimensional quantity, de-
scribing a diverse set of human emotions. In this paper,
we extend sentiment and mood analysis temporally and
model emotions as a function of time based on temporal
streams of blog posts authored by a specific author. The
model is useful for constructing predictive models and
discovering scientific models of human emotions.

1 Introduction
Sentiment analysis predicts the presence of a positive or
negative emotion y ∈ R in a document x. Recent at-
tempts (Mishne 2005; Kim et al. 2013) generalize senti-
ment analysis by introducing a multivariate response vari-
able y ∈ Rd, which corresponds to a more complex emo-
tional state. For example, a classical model from psychology
examines a two-dimensional emotional quantity in which
the first dimension corresponds to sentiment and the sec-
ond corresponds to the level of engagement (aroused vs.
calm). Sentiment analysis and its generalizations are im-
portant tools in industry, attracting a considerable amount of
attention from the research community.

The analysis of human emotions based on text has fo-
cused mostly on static analysis, that is the analysis of doc-
uments solely based on its own content ignoring temporal
dependences. This paper explores a temporal model for hu-
man emotions that applies to a sequential stream of text
documents written by the same author across different time
points. Our model is somewhat similar to Brownian motion
and the Kalman filter and generalizes the latent space emo-
tion model in Kim et al. (2013).

Most papers on sentiment analysis use movie or item re-
views, which are poorly suited to temporal modeling. Re-
views relate to specific stationary truth and are unlikely to
significantly change based on the time of authoring. Blog
posts, however, are free expressions of the author’s emotions
and thus depend more on the time of authoring. Therefore,
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we demonstrate a temporal model on data consisting of time-
stamped blog posts. We construct the sentiment or emotion
ground truth from an emotion label for the text.

The temporal model is useful in two ways. First, it leads
to a predictive model that estimates the current emotional
state of the author within a specific time context. This pre-
dictive model is more accurate than static analysis, which ig-
nores time information. Second, the model is useful in con-
firming or refuting psychological models concerning human
emotions and their dependency on time. Specifically, we re-
examine the circadian rhythm model from psychology and
investigate its higher order generalizations and its variance
across multiple individuals.

2 Related Work
Most sentiment or mood analysis work focus on extracting a
richer set of features in a single document; it is somewhat
orthogonal to our contribution. Pang and Lee (2008) and
Liu (2012) are good surveys of this field. Mishne (2005),
Généreux and Evans (2006), and Keshtkar and Inkpen
(2009) are also notable as they extended binary sentiment
to multivariate emotions using multiclass classifiers. Kim et
al. (2013) is the most closely aligned to our work because of
its similar multi-dimensional latent variable formulation.

Several studies have devoted to the temporal variation
of sentiment even though they have not examined inter-
document dependencies. Mishne and Maarten (2006) ex-
plored a trend of emotions, yet they did not include tem-
poral dependencies in their model. Mao and Lebanon (2007;
2009) introduced temporal variation in topics and sentiments
within a single document.

Supervised and temporal topic models are also similar to
our model. Supervised topic models (Blei and McAuliffe
2007; Ramage et al. 2009) include similar graphical mod-
els except for their use of discrete latent variables and lack
of temporal dependencies. Temporal topic models (Blei and
Lafferty 2006; Wei, Sun, and Wang 2007; Wang, Blei, and
Heckerman 2009; Hong et al. 2011), by contrast, do not
use supervised label information. Conditional Random Field
(CRF) (Lafferty, Pereira, and McCallum 2001) includes both
dependencies; however, it does not use specific time infor-
mation. Additional examples of temporal modeling of text
documents include Lebanon, Mao, and Dillon (2007); Mao,
Dillon, and Lebanon (2007); Lebanon and Zhao (2008).
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Figure 1: Graphical model of the temporal sentiment anal-
ysis model. X denote sequence of documents, T is the cor-
responding authoring time, Y is for the sentiment, and Z is
the continuous latent variable. See text for details.

The psychological community has not employed such
graphical models; however, it has devoted a great deal of
effort to explore human emotions. Note that emotion, af-
fect, and mood have distinguishable meanings in psychol-
ogy, but we use them here interchangeably. Watson and Tel-
legen (1985) introduced the dimensional structures of emo-
tions. Lewis and Granic (2002) and Verduyn et al. (2009)
described the temporal dynamics of moods. Murray, Allen,
and Trinder (2002) and Golder and Macy (2011) explored
periodic phenomena in temporal progression of moods. Pa-
pers in the psychology literature build models mostly based
on data from a limited set of human surveys. Our approach is
to leverage the internet by analyzing user-generated content
such as blog posts.

Our work differs from previous studies in primarily three
ways. First, unlike sentiment or mood analysis work, we em-
ploy temporal dependencies between documents. Second,
our work assumes continuous embedding while other super-
vised topic models assume a discrete set of labels (multi-
class). Third, we use specific time information rather than
only ordering between documents, which is covered in CRF.

3 Temporal Dynamics of Binary Sentiment
We augment the standard dataset in sentiment analysis
{(X(i), Y (i)), i = 1, . . . , n} with time stamps T (i) ∈ R,
representing the time document X(i) was authored. We as-
sume that the documents are represented as feature vectors
X(i). The feature vector can have any document-level fea-
tures such as bag-of-words or even sophisticated autoen-
coder features. The response variables Y (i) ∈ {−1,+1} are
binary sentiment polarity values. We additionally assume a
latent variable Z(i) ∈ R associated with X(i) and Y (i) rep-
resenting a continuous sentiment concept.

The introduction of the continuous latent variable serves
several roles: (i) it is easier to construct temporal models in
continuous state space, and (ii) the framework conveniently
generalizes to mood analysis where there are a large num-
ber of emotions embedded in a low dimensional continuous
space (we explore this generalization in the next section).

We assume that Z|Y follows a Gaussian distribution in
R, implying that Y is a (stochastic) discretization of Z. We
also assume that Z|X follows a linear regression model and
that Z(1), . . . , Z(n) follow a Markov chain with Gaussian

conditional distributions Z(i)|Z(i−1). The formal definition
appears below and the graphical model appears in Figure 1.

1. X(i) → Z(i) → Y (i) forms a Markov chain (Y (i) is inde-
pendent of X(i) given Z(i)).

2. The distribution of Z|Y is a Gaussian with appropriate
mean and variance:

{Z(i)|Y (i) = y} ∼ N (y, σ2
y), y ∈ {−1,+1}.

3. The distribution of Z|X follows a linear regression model
(assuming the document X is represented as a vector)

{Z(i)|X(i) = x} ∼ N (θ>x, ε2), X(i), θ ∈ Rk. (1)

4. The latent variables follow a Markov chain with Gaussian
conditionals. (∆T = T (i) − T (i−1))

{Z(i)|Z(i−1)} ∼ N (Z(i−1), β∆T ) (2)

Assumptions 3 and 4 above can be combined to produce

{Z(i)|X(i),Z(i−1)} ∼ N (µ(i), σ(i))

where σ(i) =
(
(β∆T )−1 + ε−2

)−1
µ(i) = σ(i)

(
(β∆T )−1Z(i−1) + ε−2θ>X(i)

)
.

For simplicity, we consider (above and in the sequel) the
time points T (i) to be non-random, and we therefore omit
them in the probability notations for example P (Z(i)|X(i))
rather than P (Z(i)|X(i), T (i)). This is analogous to fixed de-
sign in regression analysis, as opposed to random design.

We emphasize the following characteristics. First, low-
dimensional latent variable Z(i) solely determines polarity
Y (i) (Y (i) is independent of high-dimensional X(i) given
Z(i)). Second, Z(i) has a distribution that centered at Z(i−1)

with a variance that increases with ∆T , which is in agree-
ment with psychological observations as well as standard
models in the time series literature. Third, as we do not spec-
ify p(X), our model is a discriminative model. It is similar to
standard discriminative structured classifiers (such as CRF)
with an additional constraint for inter-document dependency
by β and ∆T . It matches our intuition as temporal proximity
tends to imply proximity in sentiment (for blog posts written
by the same author).

3.1 Learning and Using the Model
Parameters η = (θ, β, µy, σy) can be estimated by maximiz-
ing the conditional likelihood, p(Y |X), of observed data.

We consider two alternatives to handle documents written
by different authors: (i) estimating a single set of parame-
ters for all authors, and (ii) estimating separate parameters
for each author. In the first approach, the model is univer-
sal and can capture generic trends. The second approach fits
specialized models for each author. While the first approach
appears more limited than the second, it is particularly use-
ful when some authors do not have sufficient labeled data.
In either case, we maximize the likelihood function for the
observed data, which integrates over the latent variables.
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In the first case above, we estimate the parameter by maxi-
mizing the total sum of conditional log-likelihood (temporal
dependencies only holds for each author). Denoting the set
of authors by A and an individual author as a ∈ A, we have

η = arg max
η

∑
a∈A

`(η, a) (3)

`(η, a) = log pη(y(1)a , . . . , y(n)a |x(1)a , . . . , x(n)a )

= log

∫
z

pθ(z
(1)|x(1)a ) ·

n∏
i=2

pθ,β(z(i)|z(i−1), x(i)a )

·
n∏
i=1

pµy,σy
(y(i)a |z(i))dz, (4)

where x(i)a and y(i)a denote documents and labels associated
with a specific author a ∈ A and the integral over z repre-
sents integration over the latent variables z(i). In the sec-
ond case, the log-likelihood is the same as above except
that we have multiple terms of log-likelihood for each au-
thor with different parameters ηa, a ∈ A. It can possibly
describe behaviors of an author in depth (some authors may
have stronger temporal dependency or lesser).

Inference To predict the most likely polarity of a given
temporal document (in test time), we compute below the
most likely value. Note that we use the previous time
stamped documents to improve the estimation accuracy.

ŷ(i) = arg max
y(i)

p(y(i)|x(i), . . . , x(1)) (5)

= arg max
y(i)

∫
· · ·
∫
p(y(i)|z(i))

·
i∏

j=1

p(z(j)|x(j), z(j−1))dz(1) . . . dz(i). (6)

Approximation and Implementation There are several
approaches for computing (4) including numeric integration,
Laplace approximation, and Markov Chain Monte Carlo
(MCMC). We use a simpler approximation that replaces the
Gaussian distribution over Z with a Dirac’s delta centered at
the most likely value of z. This approximation replaces the
integral with the integrand, evaluated at the most likely value
of the latent variable. Naturally, the approximation quality
increases as the variance of the Gaussian decreases.∫
N (z ; z∗, σ)g(z)dz ≈ c(σ)

∫
δ(z − z∗)g(z)dz = c(σ)g(z∗).

Applying this approximation to (4) we get:

` ≈ log p(y(1), . . . , y(n), z(1) = z∗(1), . . . |x(1), . . . , x(n))

=
n∑
i=1

log pθ(z
∗(1)|x(1)) +

n∑
i=2

log pθ,β(z∗(i)|z∗(i−1), x(i))

+
n∑
i=1

log pµy,σy (y(i)|z∗(i)) (7)

where z∗(i) = arg max
z

p(z∗(i)|z∗(i−1), x(i))p(y(i)|z∗(i))

=
(
σ(i)−1 + σy

−1
)−1 (

σ(i)−1µ(i) + σy
−1µy

)
.

± Assignments of moods
+1 excited, pleased, good, cheerful, amused, hopeful,

bouncy, chipper, thoughtful, accomplished
-1 cold, exhausted, sleepy, tired, bored, sick, sore, un-

comfortable, depressed, sad, annoyed

Table 1: Polarity assignments of moods

The maximum likelihood estimator for θ, θ̂ = arg maxθ[
log p(z∗(1)|x(1)) +

n∑
i=2

log p(z∗(i)|z∗(i−1), x(i))

]
is conveniently given in closed form. Since the conditional
probabilities are Gaussian, the MLE is equivalent to a least
squares linear regression model θ>X = W where
X = [x(1), . . . , x(n)] and W ∈ Rn is

W =


z∗(1)

...
ε2
[(

(β∆T )−1 + ε−2
)
z∗(i) − (β∆T )−1z∗(i−1)

]
...

 .

After obtaining the MLE θ̂, we can fix that parameter
value and compute the MLE for the remaining parameters
(β̂, Z∗, µ̂y, σ̂y) using standard gradient based optimization.
We then re-calculate θ̂ and iterate until convergence.

The approximation above can also be used in test time
prediction. It proceeds as above by replacing the integrals
over the latent variables Z by the integrand evaluated at the
most likely value of the latent variables.

3.2 Experiment
Dataset Most standard sentiment analysis datasets (Pang,
Lee, and Vaithyanathan 2002; Wiebe, Wilson, and Cardie
2005; Ganu, Elhadad, and Marian 2009) focus on a senti-
ment concept corresponding to opinions or reviews on spe-
cific topics. This sentiment concept is unlikely to vary sig-
nificantly with time as much because it reflect the author’s
opinion about a specific issue (however, see Koren (2009)
that discovers some temporal effects in movie reviews). We
choose instead to model blog posts, which depend more sig-
nificantly on time.

We gathered data by crawling a popular blog service,
Livejournal1 from May 2010 to July 2011. Livejournal pro-
vides time-stamps as well as emotion annotation that reflect
the author’s mood of a single blog post (one annotation per
one blog post). The authors are offered the use of a wide
range of emoticons and also offers a free text emotion an-
notation. The crawling resulted in two million documents
authored by 315K authors, and about 20% of the authors an-
notated their posts with such annotation.

Since most authors do not provide more than 2 documents
(the median number of blog post by an author), we selected

1http://www.livejournal.com
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Methods F1 Accuracy
temporal sentiment method 0.7596 0.8058
temporal linear-chain CRF 0.7130 0.7742
temporal VARX(1) 0.6554 0.7172
non-temporal logistic regression 0.7109 0.8016
non-temporal SVM 0.6555 0.7557
non-temporal SLDA 0.5093 0.7379
non-temporal naive Bayes 0.6915 0.7373

Table 2: Test set F1 and accuracy results for predicting sen-
timent polarity. Bold face shows statistically significant im-
provement over other competitors (t-test, 95% confidence).

the top 50 most frequently publishing authors. We also had
to remove spam authors who kept posting the same content
repeatedly with random emotions. We finally obtained 19
authors with 64 different emotions after removing rare emo-
tions that appeared in less than 20 documents.

We want to note that most authors don’t write frequently,
which makes estimating their emotion harder. For example,
the 50th most active author had only 52 documents for train-
ing. It is a common case when we handle social media data.
We expect our method that exploits temporal dependencies
to lead to a more accurate model than non-temporal models
in this sparse setting.

In this section, we converted the emotions to polarity la-
bels {−1,+1}, while ignoring neutral emotions as indicated
by Table 1. This procedure yielded 6,295 documents with
0.27:0.73 (negative:positive) class distributions. Section 4.1
describes experiments on the entire set of emotions includ-
ing the neutral emotions.

For document-level features, X(i), we selected negation-
handled term frequencies. Specifically, we tokenized and
stemmed (Krovetz) the documents, and added new features
for negated words as is commonly done in sentiment anal-
ysis (Kennedy and Inkpen 2006). For example, this implies
that negation words like “not” or “isn’t” followed by “good”
will yield negated tokens such as “not-good.” This procedure
yielded 43,910 features. To create the final document repre-
sentation, we used the square root of the normalized term
frequency of the tokens since (i) it is closely associated with
the Hellinger distance and the multinomial Fisher geome-
try that have nice theoretical properties (Čencov 1982), and
(ii) it often leads to improved modeling accuracy (see Laf-
ferty and Lebanon (2005), Lebanon (2005a; 2005c; 2005b),
and Dillon et al. (2007) for examples of using Hellinger dis-
tances in text modeling and interpreting it in terms of infor-
mation geometry).

It is possible other sophisticated features such as depen-
dency tree features or auto encoder features can be used for
X(i); however, the term frequency feature is sufficient for
demonstrating the model and contrasting it with standard
sentiment analysis models. Our main contribution is pre-
senting the manifold Z which is applicable regardless of the
document-level feature extraction.

A few statistics concerning the dataset are: (i) the average
document length is 71 words (±89), (ii) most documents
(55%) have less than 50 words, (iii) there are a few very

Methods Time (sec)
temporal sentiment method 16.96
temporal linear-chain CRF 3352.81
temporal VARX(1) 9.17
non-temporal logistic regression 48.39
non-temporal SVM 27.26
non-temporal SLDA 1047.59
non-temporal naive Bayes 1.07

Table 3: Training time comparison of each method

long documents (0.01%) with more than 500 words, and (iv)
the average word length is 8.33 characters. This denotes our
blog posts are relatively sparser than other popular sentiment
dataset such as the movie review dataset (Pang, Lee, and
Vaithyanathan 2002).

Classification One of the primary tasks in sentiment anal-
ysis is predicting the sentiment polarity Y ∈ {−1,+1} of a
document X . Table 2 compares seven different methods in
sentiment prediction with our model using shared parame-
ters across all authors (Equation 3). With larger dataset, we
may use author-specific parameters to improve the accuracy.

We compare our temporal sentiment method with non-
temporal classification baselines including a well known su-
pervised topic model (Supervised Latent Dirichlet Alloca-
tion2 (Blei and McAuliffe 2007)), SVM3, logistic regres-
sion with L2 regularization, and naive Bayes classifier. We
also compare our model with temporal models such as Con-
ditional Random Field4 (Lafferty, Pereira, and McCallum
2001) and VARX(1)5, y(t) = a + X(t)β + Ay(t−1), which
is the most relevant vector autoregressive model. The inputs
of VARX(1) model are given {−1,+1} accordingly and the
output is interpreted as a binary classification by its polarity.

Training and test set were split 50:50 by post-by-post ran-
dom (not author-based). Post orderings of each author were
recovered using timestamps T (i) and author ID after the
split. All regularization parameters were chosen by a vali-
dation set on training examples using grid search of 5 candi-
dates. We tried various sizes of latent topics on SLDA (2 to
20) and included the best result.

Our model demonstrates statistically significant improve-
ment in both F1 measure and classification accuracy (t-test
with 100 random trials) compared to all non-temporal meth-
ods and other temporal methods. SLDA performed relatively
poorly especially on F1, perhaps due to the extreme spar-
sity. CRF and VARX(1) do not explicitly model the time gap
(∆T ) between observations and rather only consider the or-
dering of the time stamps unlike the proposed model. This
explains the lower performance of CRF, which is generally
considered a top performing model.

2Gibbs sampling implementation: https://github.com/
michaelchughes/SuperTopicModels

3LibSVM (ν-SVM, RBF kernel): http://www.csie.ntu.edu.tw/
∼cjlin/libsvm/

4Linear-chain CRF from Kevin Murphy: http://www.cs.ubc.ca/
∼murphyk/Software/CRF/crf.html

5Matlab implementation
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Figure 3: Hourly pattern of global sentiment and selected
authors. The y axis correspond to the latent variable of the
model (higher values correspond to stronger positive senti-
ment). See text for details.

Table 3 shows average training time of each methods.
Our method (temporal sentiment) takes much shorter time
to train the model compared to methods that have compara-
ble performance (such as CRF, SVM or logistic regression).
In fact, it is far faster than CRF and SLDA, which are con-
sidered to be one of the state-of-the-art methods.

Periodicity The temporal model can also be used for an-
alyzing temporal variations in the emotions of authors. Fig-
ure 2 investigates the periodic behavior of the temporal sen-
timent by displaying the Fourier components of the latent
variable. The x axis of the graph measures period (one over
frequency) rather than traditional Fourier frequency for bet-
ter interpretation in our context.

The peaks in graph show significant periodic components
at 8 hours, 12 hours, and 24 hours. Interestingly, the strong
24 hours periodicity matches the circadian rhythm discov-
ery from chronobiology and psychology research (Murray,
Allen, and Trinder 2002; Golder and Macy 2011). Specifi-
cally, this confirms the work of (Murray, Allen, and Trinder
2002) that explored a circadian component in positive af-
fect. The confirmation is noteworthy as our model was con-
structed from blog posts, while they surveyed human sub-
jects in a controlled environment.

Hourly Pattern From Figure 2, we found 24 hours of pe-
riodicity. We investigate this finding further by visualizing
hourly average sentiment values (as measured by the latent
variable) for models trained on data of specific authors and
for the globally-trained model (Figure 3).

The figure shows interesting observations that agree our
intuition. First, the trend of global model is well aligned
with generic daily schedules. Four local maxima at 6am,
11am, 16pm and 20pm match to positive daily events: wake-

up time, lunch break, office closing time, and dinner time.
There are notable minima in late night (0am-3am) and the
end of lunch break (1pm). The highest and lowest senti-
ment values are achieved around noon and midnight, respec-
tively. Second, some authors have different temporal pat-
terns, which may indicate different time zones or different
life styles. For example, author 8 and 15 exhibit low senti-
ment in the early morning and high sentiment late at night.
Third, the hourly trend shows characteristics of an author.
A sentiment structure of author 15 shows an overall lower
sentiment compared to others. When we manually visit the
actual blog site of the author, we observed many negative an-
notations. These observations can be useful in psychological
studies as well as marketing and advertisement sciences.

4 Temporal Dynamics of Multivariate
Emotions

We now extend the temporal dynamics model to the case
where a richer concept describing a diverse set of emotions
rather than having a one dimensional polarity. Such emo-
tions, for example happy, sad, excited, and tired are
correlated with the polarity, but they offer an opportunity to
construct a more fine grained model of the author’s emotion.

Since there is a relatively large set of possible emotions,
and these emotions are related to one another, we avoid con-
structing a separate temporal dynamics model for each in-
dividual binary emotion. Instead, we extend the formalism
of Kim et al. (2013), where a large set of emotions are em-
bedded in a low dimensional Euclidean space. We thus gen-
eralize the model of the previous section by increasing the
dimensionality of the latent variable Z. We make use of the
same notation as Section 3, but now Y (i) ∈ {1, 2, . . . , |C|},
and the latent variable is a vector Z(i) ∈ Rl.

The largest difference between our work with Kim et al.
(2013) is that their work lacks temporal dependence. They
assume blog posts are independent from each other while
our model makes better use of data considering previous
observations. Another difference is that we consider both
individual-level and global-level emotion manifolds, as de-
scribed in the previous section.

The assumptions in Section 3 are now extended to
adapting multivariate emotions. Assumption 2 now has a
multivariate Gaussian instead of the univariate Gaussian:
{Z(i)|Y (i) = y} ∼ N (µy,Σy); the centroids (µy) cor-
respond to {−1,+1} from the previous section that de-
scribed positive and negative polarity in the latent space.
Assumption 3 is extended to multi-response regression:
{Z(i)|X(i) = x} ∼ N (Θx, ε2 I),Θ ∈ Rl×k, and a spher-
ical covariance is used instead of a scalar in Assumption 4:
{Z(i)|Z(i−1)} ∼ N (Z(i−1), β ·∆T · I).

We additionally introduce the fifth and last assumption
similar to that in Kim et al. (2013).

5. ∀y ∈ C, distances between
{
E[Z(i)|Y (i) = y]

}
are simi-

lar to the corresponding distances in
{
E[X(i)|Y (i) = y]

}
.

This assumption enables us to estimate µy,Σy by multi-
dimensional scaling (MDS) on empirical averages corre-
sponding to E[X|Y = y].
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Figure 4: Hourly trends of global model and selected authors
on the first two dimensions of the manifold (smoothed).
Gray words show E[Z|Y = y]. The arrow shows the start
of the day (12am) and direction of the progression of each
circle. There is clear separation between day and night time.

It is worth mentioning our model incorporates two differ-
ent types of proximities: temporal proximities between Z(i)

and Z(i−1) and spatial proximities between E[Z(i)|Y (i)] and
E[X(i)|Y (i)]. We also expect the dimensionality l of the la-
tent space Z(i) to be smaller than the number of emotions
l � |C| and much smaller than the dimensionality of X(i).
This means that Z(i) serves as a latent low-dimensional vari-
able that connects two observed high dimensional variables.

To estimate the model, we start by MDS to estimate
µy,Σy . The dimension of latent space Z is bounded by
|C| − 1 consequently. We then follow the maximum like-
lihood procedure and approximation as described in the pre-
vious section.

4.1 Experiments
Dataset We now consider full emotion labels (including
all neutral emotions) from Section 3.2. The data contains
11,659 documents with 43,910 features and 64 emotions.
The label frequencies varied between 0.0018 (21 docu-
ments) to 0.1441 (1680 documents), with an average label
frequency of 0.0156 (182 documents).

Hourly Pattern Figure 4 shows temporal trajectories of
the latent variable in several models based on individuals,
as well as a global model on the first two dimensions of the
model. The first two dimensions seem to capture sentiment
level (horizontally) and energy level (vertically). Gray words
show centroids of corresponding emotion labels.

The global model shows a progression from negative sen-
timent (left side) to positive sentiment (right side) from
12am, and the progression is reversed later on 12pm simi-
lar to Figure 3. Each author shows their unique progression
style and location. For example, author 15 is exceptional in
its location (close to negative emotions) and its progression
(counter-clockwise) as opposed to the frequently observed
clockwise progression; this means the author has emotional
transitions in an opposite order to most people.

Classifying Emotions We now consider the task of pre-
dicting the emotion of a given text document. Compared to
classifying a binary sentiment polarity, predicting the mul-

Macro F1 Accuracy

temporal model (proposed) 0.2552 0.4381
non-temporal model 0.2522 0.4370
logistic regression 0.1618 0.4329
SLDA 0.1131 0.3358
naive Bayes 0.0103 0.1405

Table 4: Test set F1 and accuracy results for predicting emo-
tion among 64 emotions. Bold face shows statistically sig-
nificant improvement over other competitors (t-test, 95%
confidence). See text for details.

ticlass emotion concept is difficult due to the large number
of interrelated emotions, some of which having only a small
set of labeled documents.

Table 4 shows the test set classification performance of
predicting the emotion (out of a set of |C| = 64 possible
emotions). We compared our temporal model with global
parameter setting, the non-temporal model (Kim et al. 2013),
SLDA (Blei and McAuliffe 2007), logistic regression, and
naive Bayes. CRF failed to converge in weeks of running
time. Details of experimental configuration remain the same
as in Section 3.2 except that (i) the size of latent topics on
SLDA was varied from 2·|C| to 5·|C| and (ii) the experiment
was repeated 50 times by random split.

The improvement in classification accuracy is noticeable,
but not statistically significant; however, the improvement
in macro F1 is statistically significant. This is notable as our
class distribution is highly unbalanced and F1 is the measure
that is often regarded as more informative than accuracy in
the multiclass case with unbalanced class frequencies.

Above, the dimension of the latent space l is |C|−1. How-
ever, reducing the dimensionality to 0.7|C|, 0.45|C|, and
0.19|C| reduces the accuracy of the full model to 90%, 80%,
and 70% respectively. This shows that the manifold includes
most of its information in only a few dimensions. This clas-
sification experiment includes tiny classes that have a few
documents (minimum 20 documents). When we performed
the same experiment while excluding tiny classes (minimum
100 documents), the non-temporal method (Kim et al. 2013)
performed better in terms of emotion classification accuracy.
We conclude that our model is well suited to handling small
classes, which is often the case in self reported mood data.

5 Summary

We presented a temporal statistical model for modeling bi-
nary sentiment polarity values and multivariate emotions.
Our model uses temporally-dependent continuous latent
variables in order to capture relationships between various
emotions and observations. We examined a wide variety
of applications, including sentiment or emotion prediction
of time-stamped documents and scientific research into the
temporal variations of human emotions. Our experimental
results demonstrate improved statistical modeling and con-
firmation of discoveries from the psychology literature con-
cerning the static and temporal structure of human emotions.
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