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Abstract

Context-aware features have been widely recognized as
important factors in recommender systems. However, as
a major technique in recommender systems, traditional
Collaborative Filtering (CF) does not provide a straight-
forward way of integrating the context-aware informa-
tion into personal recommendation. We propose a Cou-
pled Collaborative Filtering (CCF) model to measure
the contextual information and use it to improve rec-
ommendations. In the proposed approach, coupled sim-
ilarity computation is designed to be calculated by inter-
item, intra-context and inter-context interactions among
item, user and context-ware factors. Experiments based
on different types of CF models demonstrate the effec-
tiveness of our design.

Introduction
Similarity computation among items or users is a critical
step in CF algorithms (Su and Khoshgoftaar 2009). The
original user preference or rating matrix (L × K) in tra-
ditional similarity computation conventionally represents L
different items rated by K different users. However, research
on consumer behavior has shown that customer purchase be-
haviors are contingent on the context of decision making,
such as time, location, and social networking (Adomavicius
and Tuzhilin 2011)(Zheng et al. 2010). User preference or
rating matrix can then be represented as a (L ×K × N ) ex-
tended preference cube tensor for the context-aware recom-
mendation. The correlation between each pair of the user L
and the item K preference is calculated with the N different
contextual features.

In practice, the contextual information is usually linked
to other entities in terms of coupled relationship and latent
act on customer intention prediction (Cao 2013). These cou-
pled relationships may not be sufficiently utilized to consider
only users, items and locations independently when recom-
mending items to users under certain circumstances. For ex-
ample, using the temporal context, user preference of drinks
in an airport can be very different from those at the voca-
tion spots. Even in the same place, underlying reasons of
items and users can affect on each other and drive user pref-
erences latently. In this paper, we address the context-aware
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Figure 1: An illustration on contextual coupled similarity
where context is ”Location”.

issue from a new perspective1. The approach designed here
takes into the consideration that the product ratings are not
only determined by personal factors but also by its coupled
contextual information.

Coupled Collaborative Filtering
In our approach, coupled similarity computation is proposed
in terms of inter-item, intra-context, and inter-context in-
teractions (Fig.1). The intra-context captures the interactive
relationships within a context, while the inter-item and the
inter-context measure the relations among different contexts.

Inter-item Interaction
Definition 1 The Inter-item Interaction between contexts i
and j is quantified as as an L×Lmatrix MInterI (i, j), in which
the (p, q) entry (1 ≤ p, q ≤ L) describes the correlation between
each pair of item ratings 〈ri〉p and 〈rj〉q:
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where mInterI

pq (i, j) = Cor(〈ri〉p, 〈rj〉q) is the Pearson’s corre-
lation coefficient (Gan, Ma, and Wu 2007) between values
〈ri〉p and 〈rj〉q , which are the ratings on items p and q
across all users on contexts i and j respectively.

Intra-context Interaction
Definition 2 The Intra-context Interaction within a context
i is represented as an L × L matrix MIntraC(i), in which the
(p, q) entry describes the correlation between the values 〈ri〉p

1For more information about our approach and experiments, see
http://janejiangccf.weebly.com/
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and 〈ri〉q:
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where mIntraC

pq (i) = Cor(〈ri〉p, 〈ri〉q) is the Pearson’s correla-
tion coefficient for ratings within context i between different
items p and q.

Inter-context Interaction
Definition 3 The Inter-context Interaction calculates inter
context correlation based on previous intra-context interac-
tion, which aims to measure specific contribution of each
intra-context interaction on different contexts:
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where L × L matrix MInterC(i, j) describes the Pearson’s
correlation between the two intra-context interactions of
MIntraC(i) and MIntraC(j). For instance, mInterC

pq (i, j) =

Cor(〈mIntraC(i)〉p, 〈mIntraC(j)〉q) is the correlation coefficient
for mIntraC(i),mIntraC(j) between different items p and q.

Coupled Similarity Integrated-weight
Coupled Similarity Integrated-weight wi,j,v between two
different contexts i and j for specific item v, integrating the
inter-item and inter-context interactions of contextual infor-
mation, is measured as follows.

wi,j,v =
‖MInterI
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(1)

where ‖MInterI
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inter-item relationship between context i and j,
‖MInterC
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√∑
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(i, j))2, reflecting the inter-
context relationship between context i and j.

For Coupled Collaborative Filtering(CCF), Coupled Sim-
ilarity is used to predict the contextual rating. Here we use
the standard weighted average to predict the rating (Su and
Khoshgoftaar 2009), Pu,v,ci , for user u on item v in context
ci:

Pu,v,ci =

∑
cj∈N ru,v,cjwci,cj ,v∑

cj∈N | wci,cj ,v |
(2)

where the summations are over all other rated contexts cj ∈
N on item v by user u, wci,cj ,v is the weight between con-
texts ci and cj on item v, ru,v,cj is the rating for user u on
item v in the context cj .

Experiments
The experiments were conducted on a real-world dataset,
which is a GPS location data recorded from from April
2007 to Oct. 2009 in the city of Beijing, China (Zheng et
al. 2010). It covered a total length over 139,310 kilome-
ters and extracted into 5 different types of activities, “Food
& Drink”, “Shopping”, “Movies & Shows”, “Sports & Ex-
ercise” and “Tourism” in the 168 locations for this study.

Figure 2: The results of all comparative models (a) RMSE
of comparative models. (b) MAE of comparative models.

The most widely used evaluation metrics Mean Absolute Er-
ror (MAE) and Root Mean Squared Error (RMSE) (Su and
Khoshgoftaar 2009) measure the rating prediction quality.

We set λ in Equation 2 to 1 to obtain an equally weighted
average between inter-item and inter-context interactions.
The comparative models in the experiments are UBCF:
Recommender based on user-based collaborative filtering
method (Su and Khoshgoftaar 2009) (5 closest users as the
neighborhood), IBCF: Recommender based on item-based
collaborative filtering method (Su and Khoshgoftaar 2009)
(5 closest items as the neighborhood), and MF: The most
well-known MF method by minimizing the squared error
by stochastic gradient descent (Koren, Bell, and Volinsky
2009). To verify the significance of the performance im-
provements, we conducted paired t-tests between CCF and
the other methods in comparison. The low p-values returned
from the tests shown in the Fig.2(a) demonstrate the signif-
icant advantages of our method. Moreover, Fig.2(b) illus-
trates that CCF can better capture the contextual factors for
prediction ratings. In terms of MAE, compared to UBCF,
IBCF and MF models, our proposed archives at least 12%
improvements over all testing cases.

Conclusions
In this paper, we propose a coupled collaborative filtering
(CCF) approach to measure the relationships among users,
items and contexts. Empirical results demonstrate the effec-
tiveness of our approach. In future work we plan to apply it
on other related fields such as risk-aware recommendation.
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