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Abstract

We propose some better word embedding models based on
vLBL model and ivLBL model by sharing representations
between context and target words and using document rep-
resentations. Our proposed models are much simpler which
have almost half less parameters than the state-of-the-art
methods. We achieve better results on word analogy task
than the best ones reported before using significantly less
training data and computing time.

Introduction

Word representations learned by neural network language
models can be used for many NLP tasks such as POS tag-
ging, chunking, named entity recognition, semantic and
syntactic similarity (Collobert et al. 2011; Mikolov et al.
2013a). The first neural net language model is proposed in
2003(Bengio et al. 2003), which consists of input, projec-
tion, hidden and output layers. Mikolov removed the non-
linear hidden layers and proposed two state-of-the-art
models (CBOW and Skip-gram) to capture better semantic
and syntactic word similarity. Mnih adds weight vectors to
the input context and captures comparable results on se-
mantic and syntactic word similarity with less training data
and computing time. In the models(vLBL and ivLBL) pro-
posed in (Mnih and Kavukcuoglu 2013), each word has a
context representation for input and a target representation
for output.

There are two main problems existing in vLBL and
ivLBL. The first main problem is that context representa-
tion and target representation are reduplicative. The second
problem is that local context windows based models are
shallow. Even the GloVe model(Pennington et al. 2014) is
shallow because the co-occurrence matrix is based on con-
text window. To solve the first problem, we propose
CBOW-LBL model and Skip-LBL model by sharing con-
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text representation and target representation, namely, con-
text representation is same with target representation in our
models. To solve the shallow problem of window-based
methods, we propose D-CBOW model by leveraging doc-
ument representations. To assess our models, we use se-
mantic and syntactic questions released by google.

Methods

CBOW-LBL

The CBOW-LBL uses context words to predict the target
words. We denote context representation and target repre-
sentation for word w as r,,. Given a sequence of context
words h =wgy, Wy,..., Wyp_1, Wpy1, Wnya, Way, the model
predicts the target word w,, by taking a linear combination
of context words /:

P(h) = 2200 in € O T, (M)
where c; is the weight vector for the context word w;, n is
the length of left window and right window, © denotes
element-wise multiplication. We use score function to
compute the similarity between predicted representation
#(h) and real representation 7;,,, :

sg(Wy, h) = f(h)Trwn (2

CBOW-LBL is similar to the vLBL where representa-
tion between context and target is shared and bias in score
function is removed. By sharing the representation between
context representation and target representation, the num-
ber of parameters is half less than the number of vLBL
model.

Skip-LBL
Different from the CBOW-LBL model, Skip-LBL model
uses the target words to predict the context words sur-
rounding them. Given the target word w,,, the model pre-
dicts the context words A(/4 is same with the CBOW-LBL)
surrounding w,,. Take w; as an example:
F(wy) =¢; O T,

3)



The same score function then computes the similarity be-
tween the predicted representation #(w;) and real represen-
tation 7, :

“)

Spo(wi, wy) = 7Q(WL')TT"WL-

D-CBOW

Different from window-based methods, D-CBOW use con-
text words and document information to predict target
words.

F(hD) =Yg in i O T, +¢ca O 1p (5)
where D is the document that contains 7, ¢, is the weight
vector for all documents, rpis the representation of the
document D.

We use the same score function with CBOW-LBL and
Skip-LBL to compute the similarity between predicted
representation #(/, D) and real representation 7;,, :

sg(Wp, h D) = #(h,D)"r,, (6)

Experimental results

We evaluated our word representations on word pairs simi-
larity. The dataset released by google is applied in our sim-
ilarity task, and there are 8869 semantic questions of five
types and 10675 syntactic questions of nine types
(https://code.google.com/p/word2vec/). We use a subset
from Wikipedia2010 as our training data which consists of
990 million training words (http://nlp.stanford.edu/data/W-
estburyLab.wikicorp.201004.txt.bz2). We also choose the
first 413 million words as training dataset for CBOW-LBL
and Skip-LBL.

All models are trained for only one epoch with 10 noise
samples. The window length for all models is 5. We chose
starting learning rate 0.025 and decreased it linearly.

We compare our results on word pair similarity with
other best ones reported in (Mikolov et al. 2013a; Mnih
and Kavukcuoglu 2013; Pennington et al. 2014). The re-
sults are shown in Table 1. The results in Table 1 show that
our models substantially outperform other best models
reported before using smaller amount of training data and
computing time. For example, D-CBOW with 300 dimen-
sions trained for just 170 minutes on a small dataset,
achieves better accuracy scores than other models trained
on larger dataset.

Discussion

The results show that as our models are much simpler with
less parameters, our models can achieve better results on
word pairs similarity task than other reported best ones
using less training data and computing time. D-CBOW
outperforms other models because D-CBOW leverages
document information. How to use global training data
information is also worth investigating as it might result in

4181

Table 1: Overall accuracy in percent on word pairs similar-
ity task. The Skip-gram and CBOW results are from

(Mikolov et al. 2013a), The vLBL and ivLBL results are

from (Mnih and Kavukcuoglu 2013), GloVe result is from

(Pennington et al. 2014).

Model EMBED. | Training | Overall | Time
Dim. words accuracy | days
Skip-gram 300 783M 49.2 1
Skip-gram 300 1.6B 53.8 2
Skip-gram 1000 6B 65.6
CBOW 300 1.6B 36.1 0.6
CBOW 1000 6B 63.7
vLBL 300 1.5B 60.0 2
vLBL 600 1.5B 62.1 2
ivLBL 300 1.5B 62.6 4.1
ivLBL 600 1.5B 64.0 4.1
GloVe 300 1.6B 70.3
GloVe 300 42B 75.0
CBOW-LBL 200 413M 65.6 0.03
CBOW-LBL 300 413M 67.8 0.04
CBOW-LBL 300 990M 73.8 0.11
Skip-LBL 200 413M 60.2 0.13
Skip-LBL 300 413M 63.2 0.16
D-CBOW 300 990M 75.5 0.12
much better word representations.
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