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Abstract

A key acceptability criterion for artificial agents will be the
possible moral implications of their actions. In particular,
intelligent persuasive systems (systems designed to influ-
ence humans via communication) constitute a highly sensi-
tive topic because of their intrinsically social nature. Still,
ethical studies in this area are rare and tend to focus on the
output of the required action; instead, this work focuses on the
acceptability of persuasive acts themselves. Building systems
able to persuade while being ethically acceptable requires
that they be capable of intervening flexibly and of taking de-
cisions about which specific persuasive strategy to use. We
show how, exploiting a behavioral approach, based on human
assessment of moral dilemmas, we obtain results that will
lead to more ethically appropriate systems. Experiments we
have conducted address the type of persuader, the strategies
adopted and the circumstances. Dimensions surfaced that can
characterize the interpersonal differences concerning moral
acceptability of machine performed persuasion, usable for
strategy adaptation. We also show that the prevailing precon-
ceived negative attitude toward persuasion by a machine is
not predictive of actual moral acceptability judgement when
subjects are confronted with specific cases.

Introduction

Autonomous agents are such because they are able to decide
suitable courses of actions for achieving their own goals, can
maintain intentions in action and so on; in all these respects,
the capability of discerning good from bad is an essen-
tial feature of autonomous artificial agents. Until recently,
though, ethical issues have concerned less machines than de-
signers, who have been deciding about the behavior of arti-
facts as well as the degrees of freedom they can be allowed
in their choices. But the quest for autonomy in systems’ ac-
tions and the rising sensitivity to the moral implications it
has, requires that we move ahead and focus our attention
on ethical acceptability of machines’ choices. For example
the case of “moral dilemmas” for autonomous cars has been
discussed – e.g. (Kirkpatrick 2015) – situations in which any
available choice leads to infringing some “accepted” ethical
principle and yet a decision has to be taken.

The importance of ethical issues is heightened for systems
that interact and communicate with humans, since moral ac-
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ceptability is one of the ultimate criteria for acceptability
tout court. We focus on adaptive persuasive technologies
(Kaptein, Duplinsky, and Markopoulos 2011) i.e. systems
able to pursue the goal of affecting the attitudes and/or be-
haviour of their interaction partners by adjusting communi-
cation to the latter’s preferences, dispositions, etc. Studies
on moral acceptability in this field have mostly targeted the
action the persuading system intends the persuadee to per-
form rather than the communicative action the persuading
system exploits to this end, e.g. (Verbeek 2006). We believe,
though, that it is essential to understand the moral accept-
ability of the latter, i.e. of the communicative action enacted
by the persuading system to achieve its specific goal.

A preliminary issue concerns the fact that at first sight
people simply seem not to accept the idea that a machine
persuades humans. If such a negative attitude exists, does it
affect the moral acceptability of persuasion in specific sce-
narios? Obtaining a negative answer to this question would
boost the construction of intelligent persuasive systems. An-
other important issue is what can be done to move for-
ward toward dynamically adapting the persuasive strategies
to the target’s moral sensitivities and to the circumstances.
Optimizing the moral acceptability of the persuasive ac-
tions would require a characterization of: a) the differen-
tial effects (if any) of the adopted communicative strate-
gies (e.g., do classical argumentation strategies fare better
than those relying on positive/negative emotions or those
exploiting lies to influence people?); b) the role of circum-
stances (if any), including the action the persuading system
intends the persuadee to perform; c) the purported individ-
ual differences for the adaptive system to exploit. We sub-
mit that these issues can be profitably addressed by lever-
aging the tradition of so called natural ethics and by using
moral dilemmas as a probe (see (Wallach and Allen 2008;
Anderson and Anderson 2007)). In two recent studies, we
have taken the first steps towards addressing this research
program by designing and executing experiments adopting
the moral dilemma paradigm.

Related Work

Persuasion and artificial agents. Through the years, a
number of prototypes for the automatic generation of lin-
guistic persuasion expressions, based on reasoning capa-
bilities, were developed, see (Guerini et al. 2011) for an
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overview. The strategies adopted are of various nature and
mainly refer to argumentative structure, appeal to emotions
and deceptive devices such as lies. The area of health com-
munication was one of the first being investigated (Kukafka
2005). Worth mentioning in this connection are STOP, one
of the best known systems for behaviour inducement (Re-
iter, Sripada, and Robertson 2003) and Migraine (Carenini,
Mittal, and Moore 1994), a natural language generation sys-
tem for producing personalized information sheets for mi-
graine patients. Argumentation systems have a long tradition
in AI, and recently also experimental studies concerned with
human behavior have been proposed (Rosenfeld and Kraus
2015). The role of lies (i.e. invalid arguments) was investi-
gated in a computational setting by (Rehm and Andrè 2005).
In (Carofiglio and deRosis 2003) the focus is on the genera-
tion of persuasive affective messages.

Recently there has also been a growing interest in persua-
sive internet and mobile services (Oinas-Kukkonen and Har-
jumaa 2009; Torning and Oinas-Kukkonen 2009). In paral-
lel with these application-oriented studies, there has been a
quest after evaluation methodologies to assess the effective-
ness of persuasive communication by means of crowdsourc-
ing approaches (Mason and Suri 2010; Aral and Walker
2011; Guerini, Strapparava, and Stock 2012).

Ethics and artificial agents. In recent years a few au-
thors have contributed to bringing ethics to the main scene
of AI, especially with a view of helping design moral
robots. For instance (Allen, Wallach, and Smit 2006; An-
derson and Anderson 2007) provided inspiration for seri-
ously tackling this topic, whereas (Wallach and Allen 2008;
Anderson and Anderson 2011) are important references for
those approaching computational ethics. As far as imple-
mented prototypes are concerned, the work by the group
of Ken Forbus, which developed one of the very few ex-
isting moral decision-making reasoning engines (Dehghani
et al. 2008), is outstanding. Their cognitively motivated sys-
tem, called MoralDM, operates on two mutually exclusive
modes, representing utilitarian and deontological reasoning.

As for moral issues in persuasion, most of the work con-
cerns guidelines derived from general theories/principles.
The classical reference is (Berdichevsky and Neuenschwan-
der 1999) that provides a set of ethical principles for per-
suasive design subsumed by the golden rule ”the creators
of a persuasive technology should never seek to persuade
anyone of something they themselves would not consent to
be persuaded of.” A more structured approach is provided
by (Yetim 2011). In (Guerini and Stock 2005), a model for
ethical persuasive agents and systems is proposed, based on
logical and meta-planning modules of ethical reasoning.

Finally, some authors argued that moral concerns about
machine-performed persuasion could be settled if the users
of such systems were made aware of the aims and effects of
the deployed influencing strategies. Still, studies have shown
that such an approach decreases the chances of the influ-
ence success (Kaptein, Duplinsky, and Markopoulos 2011).
This finding emphasizes the necessity of a fine-grained un-
derstanding of the ethical acceptability of the various per-
suasive strategies in different contexts of use.

Moral dilemmas. Moral dilemmas are situations in

which every option at hand leads to breaking some ethi-
cal principles, this way requiring people to make explicit
comparative choices and rank what is more (or less) accept-
able in the given situation. These characteristics have often
motivated their usage in discussions in popular media and
newspapers about the risks of new technologies. In schol-
arly work, moral dilemmas have been acknowledged as an
important source of insights as they allow for the collection
of first-hand empirical data about moral acceptability that
would otherwise be very difficult to obtain. The best known
dilemmas are those exploited in (Thomson 1976). In one
scenario (the bystander case) a trolley is about to engage
a bifurcation, with the switch oriented toward a rail where
five men are at work. A bystander sees all the scene and can
divert the train on another track where it will kill only one
person and save the other five lives. In another scenario (the
footbridge case) the trolley is again going to hit five work-
ers, but this time instead of having a switch lever available,
the deciding agent is on a footbridge with a big man that,
if pushed down the bridge, would fall in front of the trolley,
this way preventing it from hitting the five workers. Impor-
tantly, all involved people do not know each other.

Philosophers and cognitive scientists have shown that
most people consider the bystander case morally acceptable;
the footbridge case is more controversial, despite the fact
that the saving and the sacrifice of human lives are the same
- see for example (Mikhail 2007; Hauser 2006). The com-
mon explanation for this asymmetry is that the footbridge
scenario involves a personal moral violation (the deciding
agent is the immediate causal agent of the big man’s death)
which causes affective distress and is judged much less per-
missible (Thomson 1976). More recent studies (Nichols and
Mallon 2006), however, have challenged this view. Leaving
aside other differences, in a newly proposed catastrophic
scenario, similar to the footbridge case, the train transports
a very dangerous virus and it is destined to hit a bomb that,
unbeknownst to the train driver, was placed on the rails. The
explosion will cause a catastrophic epidemic causing the
death of half of the world population. The deciding agent
knows all this and has in front of him/her the big man. In
this case most people display more flexibility and a more
utilitarian view of morality: saving such a high number of
people in exchange of one ‘personally-caused’ death seems
acceptable.

Trolley persuasion scenarios experiments
In the following we address the questions raised in the in-
troduction. To this end, we exploit three trolley scenarios
described above as they occupy a central place in the moral
dilemma literature and have proven to be capable of eliciting
different moral acceptance judgments.

First study. In this study we focused on the moral ac-
ceptability of persuasion actions as they depend on: a) the
adopted communicative strategies; b) the circumstances and
in particular the action the persuader intends the persuadee
to perform, (Verbeek 2006); c) the nature of the persuading
agents. As to the adopted persuasion strategies, we focused
on their truth-value (validity), contrasting plain argumenta-
tion to the resort to lie, and the appeal to positive emotions
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vs. the appeal to negative ones. Concerning situational as-
pects, we modelled them into a three-level factor: the by-
stander, the footbridge and the catastrophic scenarios intro-
duced above ( SCbys, SCfoo and SCcat respectively). Finally,
a two-level (human, represented by a stationmaster, vs. an
intelligent surveillance system capable of issuing persuading
messages) factor controlled for the effects of the persuader
nature. The whole resulted in a 2*3*4 mixed between-within
design, with 24 conditions each realized by means of textual
stimuli produced through the instantiation of general tem-
plates. Each scenario template is an adaptation to the per-
suasion case of those exploited in the literature discussed
above, see Table 1 for an example.

There is a runaway trolley barreling down the railway tracks.
Ahead, on the tracks, there are five people. The trolley is headed
straight for them. On a footbridge, above the tracks, there are
a very large man and Alex. Everybody sees the situation. We
know that if the large man is pushed down onto the tracks be-
low, the trolley would hit and kill the large man, but his body
is so large that it would stop the trolley before it reach the five
endangered people. Suddenly from the nearby service intercom
the voice of the [persuader] shouts to Alex: [message realizing
the persuasive strategy]

Table 1: Stimulus template for the footbridge scenario

The stimuli were administered to 124 undergraduate stu-
dents, 30 males (24%) and 94 females (76%), of the psy-
chology department of a university located in northern Italy.
Each subject was randomly assigned to one of the two levels
of the agent factor. For each stimulus, subjects were asked to
say whether they found it morally acceptable that the agent
(depending on the assigned group) used the specific commu-
nicative act contained in the stimulus.

Globally, less than half of our sample (43%) found the
stimuli morally acceptable. No effects where detected of the
Agent factor, suggesting that the nature of the persuading
agent (human vs. machine) does not affect the moral accept-
ability of our stimuli. Concerning the role of situational as-
pects, the moral acceptability of stimuli belonging to SCfoo
(35%) was significantly lower than that of SCbys (47%) and
SCcat (46%); in other words, the footbridge scenario is glob-
ally less acceptable. Concerning persuasion strategies, the
results were STarg (57%) = STlie (55%) > STpos (37%)
> STneg (24%), showing that the two emotional strategies
are significantly less morally acceptable than those based on
straigthforward argumentation and those based on lying; the
acceptability of the latter two strategies, in turn, is identical.
This study, along with a thorough discussion of its results,
was presented at the first AI and Ethics workshop held at
AAAI-2015 (Guerini, Pianesi, and Stock 2015a).

The cross-scenario differences in moral acceptability have
similar direction as those reported in the literature for the
direct action case, but different magnitudes, see (Mikhail
2007) and (Hauser 2006). The similar directions and the dif-
ferent magnitudes for persuasion suggest a role of liability:
in traditional cases, the main character takes full responsibil-

ity for choosing between the alternative direct actions. In the
persuasion case, in turn, the main character (the persuader)
does not take a similar responsibility for the acts he/she/it
intends the “traditional” actor to perform. Apparently, this
lowers the overall acceptability of persuasive acts while re-
ducing cross-scenario differences. This liability hypothesis
would account also for the counterintuitive “high” accept-
ability of lying: in this case the persuader keeps all liability
on himself, since he is misleading the persuadee. The ab-
sence of differences due to the nature of the persuader (hu-
man or machine), in turn, is in line with the ”media equa-
tion” (Reeves and Nass 1996), with the qualification that we
would be facing here the previously never considered case
of machines assigned with identical moral obligations as hu-
mans.

While providing some initial answers to the questions
raised at the beginning of this paper, this study did not en-
able us to control for the possible effects of demographics
and culture. It did not either permit to address the issue of
the inter-personal differences in attitudes towards the ethi-
cal acceptability of persuasion, which we argued a machine
could exploit in order to adapt its message to its target.

Second Study. We ran another study using a much larger
(237 subjects) and crowdsourced sample. Though very sim-
ilar to the first one, the second study also addressed the exis-
tence of a general negative attitude towards persuasive ma-
chines, trying to understand whether, if existing, it can in-
fluence the judgements of moral acceptability. The sample
consisted only of people from US and its gender and age
composition were controlled.

The second study confirmed most of the results obtained
through the first one in terms of the effects of the situational
factors and of the persuasive strategies. Importantly, none
of the results of this study were dependent on either gender
or age. Moreover, the ample convergence between the re-
sults obtained through the first, Italian, sample and the sec-
ond, US, one (including the acceptability ranking of strate-
gies and lies in particular) supports the conclusion that those
results are, at least to a certain extent, culture-independent.

We were able to confirm the existence of a strong precon-
ceived negative attitude towards machine-performed persua-
sion (81% of the subject agreed that they find it morally un-
acceptable). A detailed analysis showed that such a strong
negative preconceived attitude does not affect at all the
judgements of moral acceptability in the specific scenarios
presented. In other words, the existence of a negative pre-
conceived attitude has no influence on specific moral accept-
ability judgements.

Concerning inter-personal differences towards persua-
sion: firstly, we attempted at identifying abstract latent di-
mensions underlying the choices of our subjects; secondly,
we clustered our subjects according to them to identify ho-
mogeneous groups. A factor analysis produced three latent
dimensions accounting for 69% of the total variance: D1, a
dimension capturing the general attitude towards the moral
acceptance of persuasion dimension; D2, a dimension cap-
turing the attitudes towards the truth value of the persuasive
message; D3, a dimension capturing the attitude towards cir-
cumstantial aspects. The usage of those three dimensions
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in a cluster analysis produced three clusters. G1 (33% of
the sample) consisted of people with strongly negative val-
ues on D1: they simply do not see any positive moral value
in machine-performed persuasion. G2 (38% of the sample)
consisted of people with a neutral attitude towards the gen-
eral ethical value of persuasion and with an appreciation
of the ‘morality’ of lies and of the footbridge case. People
in G3 (29% of the sample) had a very positive attitude to-
wards the general moral value of persuasion, along with a
preference for plain argumentation and the footbridge sce-
nario. Presentation of the results of this study can be found
in (Guerini, Pianesi, and Stock 2015b).

General Considerations
In Table 2 we summarize the main findings of our ex-
periments. Differently from what one might expect, it ap-
pears that people do not evaluate the moral acceptability
of machine-performed persuasion differently from human-
performed one. Although a priori almost all subjects de-
clared they cannot morally accept that a machine persuades
people, this preconceived negative attitude is not predictive
of actual moral acceptability judgement when the subjects
are confronted with specific cases. This is an important re-
sult as it shows that this ”prejudice” has no role in the assess-
ment of the moral acceptability of real persuasive systems.

The detected differences among persuasive strategies and
the different acceptability of circumstances make it possible
to exploit these elements to enhance the adaptivity of per-
suasive systems. Interestingly, dimensions surfaced that can
characterize the interpersonal differences concerning moral
acceptability of machine performed persuasion; based on
them, specific subject groupings could also be found. These
results pave the way to more extensive studies addressing
the general dispositions towards the moral acceptability of
persuading machines, with the possibility to link/root them
in personality traits. Eventually, we expect personality pro-
files to emerge that adaptive persuasive systems may exploit
to influence people in a more ”morally” acceptable way.

Let us come back to higher level considerations about
ethics for intelligent persuasion systems. Building systems
able to (non trivially) persuade while being ethically accept-
able requires that they be capable of intervening flexibly and
of taking decisions about which specific persuasive strategy
to use. To these ends, the system should be capable of de-
ploying own knowledge about general human attitudes to-
wards the ethical status of actions in context, including per-
suasive acts. The latter topic is what we have addressed in
our studies. In prospect, an adaptive system should also take
into account the ethical attitudes of the specific persuadee,
which could, for instance, be connected with his or her per-
sonality and/or his/her expertise about the domain of the fi-
nal action (for instance: convincing a medical doctor to have
a healthier lifestyle by resorting to emotions may be ethi-
cally unacceptable to her, while using argumentation as for
new medical evidence is obviously fine). One might expect
that such a complex task - assessing specific individuals’ at-
titudes toward different persuasive strategies - be simplified
by the discovery of relationships between the ethical atti-
tudes towards different strategies e.g., as in the case of the

Does the nature of persuader affect MAP? NO exp.1

Do people have a preconceived negative attitude
towards machine-performed persuasion?

YES exp.2

Does such negative attitude affect MAP when
presented with specific scenarios?

NO exp.2

Do user demographic affect MAP in specific
scenarios?

NO exp.2

Does MAP depend on the adopted persuasion
strategies?

YES exp.1,2

Does MAP depend on circumstantial aspects? YES exp.1,2

Are there dimensions characterizing interper-
sonal differences concerning MAP?

YES exp.2

Table 2: Experiments finding at a glance. MAP stands for
Moral Acceptability of Persuasion

argumentation vs. lie strategies discussed in the studies re-
ported above. Evidence of correlation among the ethical ac-
ceptance rates of persuasion strategies would contribute to
defining reliable ethical stereotypes for the system to exploit.

Considering the fact that ethical acceptability of persua-
sion involves two actions – the communicative action by the
persuader, deployed through a persuasive strategy, and the
action the latter is meant to induce on the persuadee – de-
ciding what to do requires subtle reasoning by the system.
The latter may have to decide if, in context, it is better to
choose an ethically suboptimal persuasive strategy induc-
ing an ethically satisfactory action by the persuadee, or an
ethically optimal persuasive strategy inducing an ethically
suboptimal action by the persuadee. E.g., if the system does
not have convincing evidence for persuading an individual
to take his polluting waste to a far away waste deposit, is it
ethically better that it tells a lie about an eventual fine to him
or that it gives a good argumentation, which it has available,
for just separating the polluting waste and taking it with a
clear label to the standard house basement waste deposit?

Conclusions

While ethical sensitivities concerning persuasion technol-
ogy are great, unfortunately not much experimental work is
available on this topic. We believe a behavioral approach is
very appropriate to advance understanding users’ moral ac-
ceptability of real systems’ behavior. Moral dilemmas are
useful because they force a choice among otherwise eth-
ically unacceptable outcomes. The initial results pave the
way for a novel line of work contributing both to a deeper
understanding of the ethical acceptability of persuasion acts,
and to providing systems with the capability of choosing ap-
propriate strategies for influencing people given the situation
they are in and their personal dispositions.
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