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ILP: Aims and Scopes
Inductive Logic Programming (ILP) is a research area
formed at the intersection of Machine Learning and logic-
based knowledge representation. ILP has originally used
logic programming as a uniform representation language
for examples, background knowledge and hypotheses for
learning, and then has provided excellent means for multi-
relational learning and data mining from (non-trivially)
structured data. ILP has also explored several connections
with statistical learning and other probabilistic approaches,
expanding research horizons significantly. A recent survey
of ILP can be seen in (Muggleton et al. 2012).

The ILP conference series have been the premier interna-
tional forum on ILP. Papers in ILP conferences address top-
ics in theories, algorithms, representations and languages,
systems and applications of ILP, and cover all areas of learn-
ing in logic, relational learning, relational data mining, sta-
tistical relational learning, multi-relational data mining, re-
lational reinforcement learning, graph mining, and connec-
tions with other learning paradigms, among others.

ILP 2015: What’s Hot
ILP 2015 is the twenty-fifth edition in the series of the ILP
international conferences, and took place in Kyoto Univer-
sity, Kyoto, Japan, from 20th to 22nd of August, 2015. There
were 10 technical sessions in ILP 2015, whose topics are:
Nonmonotonic Semantics, Logic and Learning, Complexity,
Action Learning, Distribution Semantics, Implementation,
Kernel Programming, Data and Knowledge Modeling, and
Cognitive Modeling. All papers and slides presented in tech-
nical sessions have been made open at the website.1 Two
post-conference proceedings will be published in a volume
of Springer Lecture Notes in Artificial Intelligence series
for selected papers and in an electronic volume of CEUR-
WS.org for late-breaking papers. Moreover, there will be a
special issue on ILP in Machine Learning Journal.

Three invited talks were given at ILP 2015, which repre-
sent three most important aspects of recent ILP: meta-level
learning, probabilistic ILP and challenging applications.
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Meta-Level Learning
Stephen Muggleton gave the invited talk “Meta-Interpretive
Learning: achievements and challenges”. Meta-Interpretive
Learning (MIL) is an ILP technique aimed at supporting
learning of recursive definitions, by automatically intro-
ducing sub-definitions that allow decomposition into a hi-
erarchy of reusable parts (Muggleton et al. 2014; 2015).
MIL is based on an adapted version of a Prolog meta-
interpreter, which derives a proof by repeatedly fetching
(or abducing) first-order clauses whose heads unify with
a given goal. MIL additionally fetches higher-order meta-
rules whose heads unify with the goal and saves the re-
sulting meta-substitutions to form a program. MIL can be
a powerful method of inductive programming (Gulwani et
al. 2015), which automatically synthesizes a variety of com-
plex computer programs from background knowledge and
only a few positive examples. Applications of MIL include
learning regular and context-free grammars, learning from
visual representations with repeated patterns, learning string
transformations for spreadsheet applications, learning and
optimizing recursive robot strategies (Cropper and Muggle-
ton 2015) and learning tactics for proving correctness of
programs. These applications of MIL were also presented
as technical papers of ILP 2015 (Farquhar et al. 2015;
Cropper et al. 2015; Dai et al. 2015).

Other approaches of meta-level learning have been pro-
posed in ILP. For example, meta-level abduction (Inoue et
al. 2013) has been applied to completion of FSHR-induced
signaling networks (Rougny et al. 2015).

Probabilistic ILP
The distribution semantics for probabilistic logic program-
ming (PLP) was firstly published by Taisuke Sato (1995).
The semantics was proposed for probabilistic abduction, but
has much more influenced to the field of probabilistic ILP
and then a fertile ground for the general AI based on the
combination of symbolic and statistical reasoning. ILP 2015
celebrated the 20th anniversary of the distribution seman-
tics in the form of Sato’s monumental talk “Distribution
semantics and cyclic relational modeling”. Since 1995, a
lot of PLP languages with the distribution semantics have
been developed including PRISM, ICL, LPADs, ProbLog,
P-log, CP-logic and PITA to name a few. In his talk, Sato
first reviewed Fenstat’s representation theorem that mathe-
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matically relates probability to first-order logic. Any consis-
tent probability assignment should be based on the possible
worlds with a probability distribution, and the distribution
semantics gives a way for it. The semantics starts with a
simple computable distribution and transforms it to a com-
plex one based on the semantics of logic programs. PRISM
is the first implementation of the distribution semantics with
the ability of parameter learning for probabilistic modeling
(Sato and Kameya 2001). PRISM and other PLP languages
are powerful enough to deal with recursively defined infinite
models such as Markov chains with infinitely many transi-
tions and probabilistic context free grammars with infinitely
many sentence derivations, since these models often require
to compute an infinite sum of probabilities. The latest devel-
opment of PRISM enables us to compute this infinite sum of
probabilities using cyclic propositional formulas and the EM
algorithm (Sato and Mayer 2014). A promising application
of such infinite computation in cyclic relational modeling is
plan recognition from partial observations (Sato and Kojima
2015). After Sato’s talk in ILP 2015, Fabrizio Riguzzi and
his group showed several extended topics based on the dis-
tributed semantics, e.g., (Riguzzi et al. 2015).

Challenging Applications
Luc De Raedt reported in his invited talk “Applications of
Probabilistic Logic Programming” on recent progress in ap-
plying PLP to challenging applications. De Raedt firstly
looked back on Winograd’s SHRDLU and reinterpreted its
tasks with modern AI technologies. Now is the time to re-
move the assumptions of SHRDLU such as perfect knowl-
edge about the world and deterministic actions and to bridge
the gap between low-level perception and high-level reason-
ing. The real robot tasks need to deal with structured en-
vironments such as objects and their relationships as well
as the background knowledge, and cope with uncertainty to
learn from data. The details of robot grasping based on re-
lational kernels (Frasconi et al. 2014) with numerical fea-
tures was presented by Antanas et al. (2015). By extending
the distribution semantics to cope with dynamics and con-
tinuous distributions, learning multi-relational object affor-
dances has also been developed to specify the conditions un-
der which actions can be applied on some objects (Moldovan
et al. 2012; Nitti et al. 2013). Other recent applications of
PLP include the PheNetic system (De Maeyer et al. 2015),
which extracts the sub-network that best explains genes pri-
oritized through a molecular profiling experiment from an
interactome, and the problem of machine reading in CMU’s
Never-Ending Language Learning, which uses ProbFOIL
(De Raedt et al. 2015) as an extension of the traditional rule-
learning system FOIL with the distribution semantics.

Declarative Modeling
Two best student paper awards of ILP 2015 were given to
Golnoosh Farnadi for the paper (Farnadi et al. 2015) and
Francesco Orsini for the paper (Orsini et al. 2015). Both
works are related to declarative modeling, the concept pro-
posed by De Raedt, and probabilistic ILP. In fact, some
declarativeness can be seen everywhere in any domain in
the forms of constraints, graphs, actions, kernels, ontologies,

etc. Modeling includes learning as a part, in particular in ar-
eas such as biology, robotics and cognition. Paramonov et
al. (2015) have shown that a variety of relational query and
graph mining problems can be modeled and solved with a
variation of answer set programming (ASP).

Other Directions
Robot learning has been a very active topic in recent ILP.
Sammut et al. (2015) have shown their ongoing work on a
“robot engineer”, which enables a closed-loop design, man-
ufacture and testing in the domain of engineering. Learn-
ing from time-series data, e.g., learning from interpreta-
tion transition (Inoue et al. 2014), and learning from both
discrete and continuous data are also hot topics in bio-
logical and other applications, e.g., (Ribeiro et al. 2015;
Srinivasan et al. 2015).

New theories and applications of ILP have also been pro-
posed. For example, both learning logics (Sakama et al.
2015) and learning proofs and strategies (Ho et al. 2015;
Farquhar et al. 2015) perform meta-logical learning. These
logical works are particularly suitable for ILP applications.
Kuželka et al. (2015) have shown how to construct a Markov
logic network from first-order default rules such that MAP
inference from it correspond to default reasoning.

ILP 25 Years: What’s Next
To celebrate the 25th anniversary of ILP conference series,
ILP 2015 organized a panel discussion on past and future
progress of ILP. The panelists were Stephen Muggleton,
Fabrizio Riguzzi, Filip Zelezny, Gerson Zaverucha, Jesse
Davis, Katsumi Inoue, who are all chairs of the last five
years of ILP conferences (2011–2015), and Taisuke Sato.
The discussion at the last panel held at ILP 2010 has been
summarized as the survey paper (Muggleton et al. 2012), in
which several future perspectives at that time were shown.
Since then, the areas related to Machine Learning and AI
have been rapidly growing and changing. Recent trends in-
clude learning from big data, from statistical learning to
deep learning, integration of neural and symbolic learning,
general intelligence, etc. The panel “ILP 25 Years” then con-
sidered what ILP could contribute to these recent changes.
Panelists gave their own views of recent trends of ILP for
these five years and perspective on “What next for ILP”.

Muggleton claimed that integration of learning, percep-
tion and action are important, and social skills should be
learned in human-like computing. Zelezny argued inspira-
tion from deep learning, in the context of predicate inven-
tion and lifted neural networks. Riguzzi predicted a stronger
connection to the Semantic Web and Linked Open Data. Za-
verucha considered that big data may need more techniques
for propositionalization and parallelism. Davis noticed a fu-
ture trend that learns from very few examples and lots of
(commonsense) knowledge. Inoue mentioned learning from
state transitions with lots of fluents and learning with gen-
eral intelligence. Finally, Sato told us the importance of ILP
that should exploit millions of propositions learned from big
data. All believe that advances of innovative techniques for
ILP as well as new challenges will give significant impacts
on many fields of AI and Machine Learning.
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